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Final Technical Report 
ACTIVE CONTROL OF INTEGRATED INLET/COMPRESSION SYSTEMS 

This report describes the work done during the period between July 1,2000 and 
June 30,2003 on two topics: active control of separation and distortion in high subsonic 
supersonic inlets, and active control of inlet unstart in supersonic inlets. The report is 
divided into a summary, which highUghts the major accomplishments of the program, 
and a set of papers describing the technical details. 

SUMMARY OF ACCOMPLISHMENTS 
During the three-year period since program inception, the MIT / Caltech / 

Northrop Grumman / NASA Glenn team has achieved many substantial research and 
demonstration successes. Some of the highlights that we will discuss here are: 

Transonic Inlet Flow Control: 

1. First ever reattachment of a separating diffuser flow at Mach numbers exceeding 
0.8, against a severe pressure gradient, using only 2% of the overall inlet flow; 

2. Development and exposition of a seminal first-principles model of flow 
separation in a duct, validated in detail using DNS computations; 

3. Experimental demonstration of feed-forward control of separation-induced 
unsteadiness, measured at its source and subsequently controlled at the 
Aerodynamic Interface Plane (AIP); 

4. Development of the world's first ruggedized hot-film sensors, and validation of 
these against military specifications, to make sensing separation feasible in 
military inlets. 

5. System-level elucidation of the impact of active inlet control on the weight and 
cost of future UCAV vehicles; and 

6. Development and experimental validation ofdesign rules for the geometry and 
placement of injectors for flow reattachment in diffiisers. 

7. Conceptualization and preliminary design of a fiiU-scale (100 lb/sec) combined 
inlet-compressor national test facility, to be installed at NASA Glenn. 

Supersonic Unstart Control: 

1. Design of a near-isentropic supersonic inlet, optimized to balance boundary layer 
and shock losses and to take advantage of enhanced stability through active control; 

2. Creation of a dynamic simulation and control environment that marries control 
system development tools with advanced computational tools; 

3. Systematic design studies incorporating shock dynamics, atmospheric effects, 
inlet dynamics, and control system design to accurately determine the methods 
and benefits of active control; and 



4.  Design and partial construction of a supersonic test facility for demonstrating 
active inlet control, including: 

a. Inlet and flow path mechanical design, including traverse system to create 
area variation for restart and to set the operating point; 

b. Actuator design, including detailed supersonic bleed aerodynamics, prime 
movers, mechanical systems, and flow paths; 

c. Sensor choice and placement using dynamic simulation; 

d. Real-time fast-prototyping control development and implementation tools; 

e. Real-time shock-tracking visualization system; 

f   Supersonic test facility modifications, upgrades, instrumentation, and 
testing. 

The remainder of this document is focused on providing enough detail to convince the 
reader that the above list does not represent idle claims, but rather real, substantial 
achievements with sufficient hardware, documentation, drawings, computer programs, 
design information, and engineering contacts to be repeated and/or carried forward. 
Eight research papers and several theses were written. No overlap of topics or content 
exists in the research papers, making them a concise review of the research results. 
These papers are attached and used as reference material for the rest of this report. 
Further results are provided in theses reference here and available on request. 

TRANSONIC INLET FLOW CONTROL 

1. Flow Reattachment Results 

There have been and are various programs focused on flow control in diffusers 
with serpentine shapes. The distinguishing features of the experiments performed at MIT 
are the Mach number at the separation point (approximately 0.8; Mach numbers 
elsewhere in the duct exceed this); and the fact that due to the severe pressure gradient in 
the difiuser, the flow actually experiences separation, as evidenced by oil flow 
visualization experiments. 

Flow reattachment itself has been the subject of numerous studies. However, the 
MIT experiment falls into a rarified class when one considers the Mach number of the 
'fi:ee stream' flow (between ,7 and .9), the 3D nature of the flow experiment (the inlet 
duct used was designed for Northrop's Air Force UCAV entry), and the severity of the 
pressure gradient. We chose to combine a 'Coanda' injector developed at NASA Glenn 
(based on previous joint research with MIT) with pulsed injection similar to that 
employed at UTRC for high Mach niunber airfoils. Flow reattachment results after 
optimization are shown in Figure 1; 2% of the main inlet flow recovered 60% of the loss 
introduced by the separation, and industrial distortion parameters such as DC60 and 
DCPC were substantially reduced (see report [1]). Our goal for continued research is to 
reduce the flow requirement to 1%, and to increase the energy efficiency of the actuation 
system. These two improvements will make inlet flow reattachment viable. 



0.015 inch Slot, 0.39 S Upstream of Separation Point 
No Injection 2% Injection 

Figure 1 - Flow reattachment results, after trade-study based improvement 
of actuator geometry. Flow condition is near design, 

actuation is on the top only. 

2. First-Principles Model of Flow Separation 

Together with experimental design and demonstration based on the state of the art 
in experimental flow control, we undertook to develop models that would allow both 
fundamental studies, and design optimization using computational tools, of methods for 
flow reattachment through active control. Before the developments under this program, 
very little first-principals studies had been done to understand the underlying mechanisms 
that determine vortex shedding strength, fi-equency, and evolution due to flow separation, 
and the effects of flow control on such parameters. Thus the models developed here are 
truly seminal in both their scope and their implications. 

A model based on vorticity conservation in a duct was developed and vahdated 
against CFD. Stated simply, the thickened boundary layer upstream of a separation point 
convects vorticity into the control volume of the duct. This vorticity builds up at the 
separation point due to reverse flow conditions there, and must eventually shed to 
conserve overall vorticity in the system. The natural size and fi-equency of vortex 
shedding can be determined from first principles. Li addition the effect of inducing 
higher frequency vortex shedding through active control was studied. Results are 
vahdated against a DNS simulation of vortex separation, and are given in the attached 
paper [2]. 

3. Feed-Forward Control Of Separation-Induced Unsteadiness Using AIP Actuators 

Our original plan for active control of inlets was to combine control of separation 
with control of distortion and unsteadiness at the compressor face. This combined 
control promised to be more effective, could utilize the same actuators at both points of 



application (separation point and compressor face), and capitalized on the benefits of 
feedback and feed-forward control to reduce the airflow requirements of the overall 
system. Our first steps toward this integrated approach were to perform control studies at 
the AIP and the separation point separately, with a view toward combining them in our 
full-scale demonstration (which was, however, subsequently cancelled). 

At the AIP, two major demonstrations were achieved. First, we showed that there 
is high correlation between (1) imsteadiness measured at the separation point using hot 
fihn sensors and (2) total pressure unsteady measurements at the AIP. This high 
correlation provides a mechanism for feed-forward control: if one measures events at or 
near the separation point, and feeds them forward to the AIP or compressor face, this 
advance information can be used to mitigate or cancel the incoming disturbances. 

Such AIP pressure unsteadiness reduction was demonstrated in experiments 
conducted in the 1/6* scale transonic inlet facility operated in the MIT Gas Turbine 
Laboratory. Although this demonstration used AIP sensors directly instead of feed- 
forward information, it demonstrated the basic feasibility of the concept. The impact of 
the achieved levels of reduction on compressor stability and robustness was also studied 
and reported in the attached paper [3]. 

4. Development and Testing of Ruggedized Mil-Spec Hot-Film Sensors 
In order to implement the feed-forward schemes described in the previous section 

in military vehicles, measurements must be available at the separation point in reaUstic 
flight environments. Military specifications exist for the percentage of flight hours that 
the engine must operate imder specific abrasive sand conditions.  Typical hot film 
sensors last a fi-action of a second in the abrasion environments specified. Therefore 
there is a need for ruggedized hot-film sensors to provide feed-forward information in 
real environments. 

Our solution to this problem is a hot-film sensor sputtered with Aluminum Oxide 
(AI2O3), whose hardness is lower only than that of diamond. The issues that have been 
addressed are the heat transfer properties of the hot-fihns substrate and the AI2O3 coating, 
tiie resulting sensitivity of the sensor, overall fabrication in a rugged package (see Figure 
2), and testing in accordance with the Mil-Spec. Industrial grade quartz sand that met 
MIL-HBK-310 and MIL-STD-810F specifications was used. Large particles with sharp 
edges are required by these specifications, so the sand was not reused after each test. The 
test articles were secured flush to test surface with no obstruction to parallel flow of sand 
over the sensor. Sensor failure time was defined as the time during which the sensor 
resistance stayed within .05 ohm of it's pre-test value; failure always involved sudden 
large increases in resistance. Particle velocities were then computed and adjusted to 
match those in actual inlets. The sand concentrations used were much greater than 
operational concentrations to reduce the required test time. The sensors tested lasted an 
average of 570 equivalent flight hours, which is sufficient for real operations. Design 
details and fiirther results of these tests are given in the Master's thesis of Captain Steven 
Braddom [4], who was supported by the Army to perform this research, and is now 
teaching at West Point. 
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- Resists Thermal Shock 
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Figure 2 - Ruggedized hot film sensor: designed, fabricated, and tested at IMIT 

5. System Studies of Impact on UCAV Cost and Weight 

Northrop-Grumman provided technical support and consulting, extensive 
hardware for the inlet flow control experiments, and system-level studies of the impact of 
active flow control. The specific results of the system studies were reported in the Phase 
I report documentation, and in briefings to the program managers and technical monitors. 
A sizing study was conducted for a UCAV vehicle whose length was propulsion system- 
length driven, rather than driven by bomb bay size requirements. This vehicle was based 
on the Northrop-Grumman Air Force UCAV SEAD mission, using a New Generic Delta 
Planform with a smaller weapons bay than the original AF UCAV.  A matrix of 
improvements was studied, which included inlet lengths (L/D 3.0,2.5,1.5), inlet 
recovery, and reduced required stall margin through active control. 

The study concluded that a 13% TOGW reduction, and a 16% reduction in 
mission fiiel could be gained through active control. These reductions would result in a 
life cycle cost reduction of over $200 M for the role the Air Force had defined for the 
UCAV at that time (i.e. in storage during much of their life). It was also concluded that 
the key to successfixl integration of active flow control in UCAVs is careful integration 
of the inlet and the compressor to take advantage of flow control. In other words, one 
cannot take advantage of flow control by simply adding it to an existing inlet; the inlet- 
compressor matching problem must be done with a view toward taking advantage of 
active control. This points to the importance of a national facility for studying inlet- 
compression systems in which active control has been incorporated. Such a facility does 
not currently exist. 



6. Design Rules For The Injector Geometry And Placement 

During the Phase II technical review, and in subsequent discussions with technical 
monitors, it was agreed that sub-scale experiments should be used not only to demon- 
strate the feasibility of flow reattachment in high-subsonic inlets, but also to establish 
design guidelines for the full-scale experiment. These design guidelines will help in 
determining the geometry, size and placement of injectors to be placed in full-scale 
devices. 

Ten injector geometries were tested in the subscale experiment, forming a matrix 
of geometric design variations. The injectors were then tested over a range of inlet mass 
flows, as well as injector flows. The following design rules were estabUshed, and 
sufficiently reduce the risk to enable full scale testing [1,5]: 

(a) The injector geometry should be tapering, and of sufficiently high radius of 
curvature that the flow does not choke internally. These guidelines have been 
verified in separate CFD studies at NASA Glenn. 

(b) To reduce the mass flow required by the injectors (i.e. increase the momentum 
ratio per unit mass flow), the injector slot width should be reduced to the point 
that the exit flow is near sonic at the maximum flow rate to be introduced. This 
value of slot width can be determined from the inlet conditions (pressure and 
temperature) and the desired mass flow from the injector. It appears from our 
tests that the maximum injection velocity must exceed the free stream velocity (in 
other words, it must be near sonic) for flow reattachment to be effective. 

(c) The angle between the injection slot and the separation point can be varied by up 
to 15 degrees without adversely impacting the performance of the injector. This 
means that the locations o f separation lines computed fi"om CFD should be 
sufficiently accurate for placement of injectors. 

(d) The injectors should be placed about 0.5 8 upstream of the separation point, 
where 5 is the CFD-computed boundary layer thickness at the separation point. 

(e) Frequency of injection was foimd to improve the performance, up to the 
maximum available fi-equency of about 2-3 times the vortex shedding fi-equency. 

Further detail on the results obtained and their interpretation is given in the attached 
report [1]. 

7. Full-scale Test Plan 

A test plan, hardware layout, and assignation of primary responsibilities between 
Northrop-Grumman, NASA Glenn, and MIT, was developed for full-scale testing in a 
100 lb/sec inlet/compressor facility. The planned test was to include a full scale 
serpentine inlet designed and built by Northrop-Grumman, an LAP rake, instrumentation, 



data acquisition, and data reduction hardware and software to be provided by Northrop- 
Grumman, a full-scale transonic test compressor, compressor test facility, and design 
support to be supplied by NASA Glenn, and software and hardware (injectors, real-time 
computers, algorithms) for active control to be suppUed by MIT. The facility planned 
would be unique in the world in its attempt to study combined inlet-compressor control, 
and to properly account for the interaction between these two components, which are 
usually treated separately by designers, during computational studies, and in validation 
experiments (even in aircraft procurement programs). The disparity between reality and 
the current AlP-driven approach to inlet-engine matching, and the associated out-dated 
requirements, often leads to inlet-engine matching problems late in aircraft procurement 
and re-engine programs. 



SUPERSONIC UNSTART CONTROL 

In parallel to the subsonic inlet studies described above, MIT launched a study to 
determine the potential benefits of active control of inlet unstart in supersonic inlets. The 
design regime for the inlets of interest was 60,000 ft cruise at Mach 2.2, consistent with 
Quiet Supersonic Platform (QSP) design concepts. 

After an initial study during the Phase I effort (Fall 2000), and after one year of 
the Phase II effort concentrated primarily on subsonic inlet control, MIT was directed to 
begin more detailed study of the unstart control concept. This research effort continued 
for about one year before research funding was cut. As such, the results here are 
somewhat less complete than the subsonic results, which continued throughout the 
program (through students finishing theses, etc.). Nevertheless, substantial progress 
toward demonstration of inlet unstart control was made, sufficient to allow follow-on 
work at relatively low cost. 

1. Design of a Near-Isentropic Supersonic Inlet 

Tools for design of supersonic diffusion pathways were developed in the context of 
the aspirated compressor program. These tools are well suited to supersonic inlet design, 
because they accurately account for boimdary layer growth, while capturing the shock 
behavior in a computationally efficient manner. For supersonic inlets, the challenge is to 
keep the length (i.e. the wei^t) of the inlet as low as possible, while diffusing slowly 
enough that the boundary layer remains healthy. If the boundary layer losses are too high, 
the benefits of near-isentropic compression (weak shocks) will be negligible. Likewise, if 
the bleed requirements to maintain near-isentropic compression are too high, the 
advantages will be lost. Design to balance these complex trades requires an efficient 
design tool that allows multiple design trials to be attempted in a short time period. 

By reducing the requirement for robustness to atmospheric and compressor-bom 
disturbances, we remove one of the many constraints on inlet design. With this constraint 
removed, a reasonable length inlet can be designed that has 96% pressure recovery, using 
two-dimensional bleeds of about 4% [6]. The boundary layer in the inlet is extremely thin 
compared to conventional inlets, so that boimdary layer stability is not an issue. This is 
because weakening the shocks reduces some of the 'stress' on the boundary layers; less 
boundary layer growth occurs across a weak shock. 

The result of this part of the research is an inlet that has very good boundary layer 
properties, low losses, and moderate bleed requirements. However, this inlet design can 
only be realized in practice through the introduction of active control to prevent unstart. 
Unstart control was the focus of the rest of the research program, as described below. 

2. Integrated Dynamic Simulation And Control Environment 

MIT's tools for efficient inlet design also provided the infrastructure for unsteady 
simulation of the inlet with disturbances and control. In [6], an efficient unsteady Euler 
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Figure 3 - Near-isentropic supersonic inlet design. Note incorporation of bleeds and boundary 
layers in the design, and the very weak shock strengths throughout. 

simulation of inlets is described. This unique tool allows a control engineer to interact 
with a CFD inlet from Simulink, which is tiie state-of-the-art in nonlinear simulation and 
control system design. Using this enviroimient, we were able to perform system 
identification studies, actuator placement analysis, low order model development and 
validation, and control system design and verification. 

3. Atmospheric Flight Control System Design Studies 

Systematic design studies incorporating shock dynamics, atmospheric effects, 
inlet dynamics, and control system design to accurately determine the methods and 
benefits of active control were undertaken using the simulation described in the previous 
section. Reference [6] (attached) provides the details; here some of the main results are 
briefly described. 

One important early reaUzation was that if the Mach number at the throat of a 
supersonic inlet drops below one, a new shock can form at the throat and blow out the 
front of the inlet. Thus stabiUzation of the shock alone is not sufficient to insure good 
unstart properties; in this scenario the main shock does not move significantly until the 
system has unstarted. Based on this reaUzation, a control system architecture 
incorporating feedforward control was developed; essentially disturbances measured 
upstream of the throat are counteracted by disturbances launched upstream of the inlet 
throat. 

For shock position maintenance, a new low-order nonlinear model was developed. 
This model is an extension of classical results in the area of transmission and reflection of 
modes across shock waves. The model elucidates important properties of shocks from 
the perspective of dynamics and control.  Reference [7] (attached) provides details of 
this model. 



Once a control system architecture was developed and a design was implemented 
into the computational model, a careful consideration of the atmospheric gust effects was 
undertaken. The control system design study and atmospheric results are summarized in 
[6] (attached) and detailed in [8]. Significant reduction in the response to gusts was 
demonstrated. 

4. Experimental System Design and Partial Construction 

Testing of the inlet control design concept requires a test facility that is unique in 
several ways. Obviously, high-response actuation and sensing, which is usually not 
present in inlets, must be introduced into the test article. Because the required actuation 
bandwidth goes up as the test article size is reduced, the test article must be sufficiently 
large. In order to appropriately test the control system, exogenous disturbances must be 
generated; in other words pseudo-gusts must be generated in the test facility. As with any 
inlet test facility, a mechanism for starting and restarting the inlet must be put into place; 
in our case the system must be suitable for many unstarts, since testing near the stability 
boundary is the goal. Finally, high-response flow visualization is desirable to provide a 
diagnostic of the unsteady behavior. 

Design and initial construction of the test facility was completed before the 
program was terminated. Figures 4 and 5 shows a cross-section of the test article in place 
and associated CFD through-flow; Figure 6 shows the traverse system design; this design 
allows both gross changes in throat area (for restarting an unstarted inlet) and fine control 
over operating condition through a piezo-stack actuated nozzle plate. This nozzle plate 
also serves as a high-fi"equency downstream disturbance generator. Besides overall 
mechanical design of the inlet flow path and traverse system, the following items were 
also accomplished 

• Supersonic test facility modifications, upgrades, instrumentation, and testing. The 
MIT 8" by 8" test facility was modified for testing inlets by introducing a higher 
capacity heat exchanger and instrumentation to monitor flow loop operation. The 
optical windows were enlarged to allow the whole test article to be views, and the 
nozzle blocks were moved to a new location to lengthen the test section. 

• Since upstream bleeds were chosen for the feed-forward actuation, a supersonic bleed 
slot was designed. This is essentially another supersonic diffuser design, because the 
slot is must efficiently decelerate the flow. The challenge is to minimize the shock 
losses, appropriately account for a boundary layer that is thick relative to the diffuser, 
and to provide high fi-equency modulation of the quantity of bleed. Figure 5 shows 
the CFD results for the bleed slot; the lower profile of this picture is the moving 
portion of the actuator. 

• Matlab/Simulink's facility for generating real-time implementations of control 
systems designed in Simulink was chosen for the control system implementation. A 
so-called 'XPC implementation of the control laws described in the previous section 
was implemented and tested, verifying that the control laws could be implemented at 
a sampling rate of 250Hz. 
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Mach Number 

2.17869 
1.94106 
1.70344 
1.46581 
1.22819 
0.99056 
0.752936 
0.515311 
0.277686 
0.0400607 

Figure 4 - 2D RANS simulations verifying that supersonic through-flow could 
be achieved for the planned test article installation 

Through collaboration with flow visuaUzation experts at Warwick University, a real- 
time shock-tracking capability was incorporated into the facility. To create this 
capability, a shadowgraph system was set up and focused onto a CCD camera array. 
The image was then transmitted to a host computer via Fire Wire and processed in real 
time using custom image processing software. The shock is detected and tracked in 
real time at a frequency of over 900 Hz. The output of the shock tracking software 
can be fed back digitally or through an analog output. In addition, triggered data 
acquisition and real-time shadowgraph monitoring were built into the software. 

The shock tracking was tested and verified using a pulsed injector to generate a 
moving shock. See Figure 7; a description of the optical system and the results of the 
vahdation tests are given in Reference [9] (attached). 
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Figure 5 - RANS CFD analysis of upper plate bleed ports, verifying flow conditions both in 
the test article at design, and in the bypass ducts with bleeds 

Figure 6 - Top Plate Traverser Mechanism.   Blue box and upper plate (right) are inside 
test section; not shown on left are servos (screwjack and piezos, already purchased). 
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Figure 12: Spatial-temporal streak view of unstable oscillatioi Figure 13: Still view of oscillating shock 

Running the camera in tracking mode calculates the horizontal displacement of one part of the shock approximately 980 
•imes a second. Figure 14 shows a typical position plot for a regularly oscillating shock, where the position was 
measured along the central axis of the nozzle. The amplitude of oscillation equates to 16 pixels, which is just under 2mm 
in real terms, and the FFT analysis presented in Figure 15 shows that it has a frequency of 76Hz. 
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Fieure 15: FFT of shock oscillation 

Figure 7 - Excerpt from Reference [9] ,showing typical shocl( tracl(ing results. 

ACKNOWLEDGEMENTS 

This research was supported by DARPA TTO under the Micro-Adaptive Flow Control 

Program; AFOSR administered the contract under contract #F49620-00-C-0035. Rich 

Wlezien was the program manager and Tom Beutner was the AFOSR technical monitor; 

Steve Walker also served as both program manager and technical monitor. Their support 

and encouragement are gratefully acknowledged. Northrop-Grumman Corporation 

13 



provided much of the equipment and instrumentation used for the subsonic inlet flow 

control studies; their generous support and valuable collaboration is very much 

^predated. 

DISCLAIMER 

The views expressed in this document are solely those of the authors; they do not 

represent those of DARPA or AFOSR, who do not endorse them. 

ATTACHED REPORTS AND REFERENCES 

1. Luers, A. S., McElwain B. D., and Paduano, J. D,, "Pulsed Injection Flow Control in 
a Separating Serpentine Diffuser," submitted to AIAA Journal, (attached) 

2. Suzuki, T., and Colonius, T., "Large-Scale Unsteadiness hi A Two-Dimensional 
Diffuser: Numerical Study Toward Active Separation Control," AIAA 2003-1138 
41st Aerospace Sciences Meeting and Exhibit, Reno, January 6-9 2003. Fluid 
Dynamics Technical Committee Best Paper Award, (attached) 

3. Warfield, Z., Paduano, J. D., and MacMartin, D. G., "Stall Margin Improvement 
Using Feedback Control To Mitigate Inlet Distortion Unsteadiness," Unpublished 
{not cleared for release by DARPA); some results were presented at the AIAA Flow 
Control Conference, June 2002. (attached) 

4. Braddom, Steve, "Design And Characterization Of Robust Hot Fihn Sensors For 
Tactical Aircraft Inlets" M.S. Thesis, Department of Aeronautics and Astronautics, 
June 2002. (available on request) 

5. Luers, Andrew, "Flow Control Techniques In A Separating Serpentine Inlet: An 
Enabling Technology To Increase The Mihtary Viability Of Unmanned Air 
Vehicles," M.S. Thesis, Department of Aeronautics and Astronautics, June 2003.. 
(available on request) 

6. Ahsun, U., Merchant, A., Paduano, J.D., and Drela, M., "Design of an Actively 
StabiUzed Near-Supersonic Inlet," AIAA Paper 2003-4096,16th AIAA 
Computational Fluid Dynamics Conference, Orlando, June 23-26,2003. (attached) 

7. Ahsun, U., M.S. Thesis in progress. Department of Aeronautics and Astronautics, 
December 2003. (preprint available on request) 

8. MacMartin, D.G., "Dynamics and Control of Shock Motion in a Near-Isentropic 
hilet", AIAA 2002-2943, AL\A Flow Control Conference, St. Louis, June 2002. hi 
press, AIAA J. Aircraft, (tentatively Nov.-Dec) 2003. (attached) 

14 



9. PJ. Bryanston-Cross, A.J. Skeen, B.H. Timmerman, P. Dunkley, J. Paduano, G.R. 
Guenette, Jr., "Low-cost digital visualization and high-speed tracking of supersonic 
Shockwaves," SPIE Paper no: 5191-45, International Symposium on Optical Science 
and Technology: Conference on Optical Diagnostics for Fluids, SoUds and 
Combustion, San Diego, August 3-8,2003. (attached) 

10. MacMartin, D.G., and Verma, A. and Murray, R.M. and Paduano, J.D., "Active 
Control of Integrated Inlet/Compression Systems: Liitial ResuUs", ASMS Fluids 
Engineering Division Summer Meeting, New Orleans, May 2001. (attached) 

11. Brear, M. J., Warfield, Z., Mangus, J. F., Braddom, S., Paduano, J. D., Philhower, J. 
S., "Flow Separation Within The Engine Inlet Of An Uninhabited Combat Air 
Vehicle (UCAV)", FEDSM2003-45579, Proceedings of FEDSM'03 4TH 
ASME/JSME Joint Fluids Engineering Conference Honolulu, Hawaii, USA, July &- 
11,2003. (attached) 

15 



Pulsed Injection Flow Control in a Separating Serpentine Diffuser 

Andrew S. Luers Brian D. McElwain James D. Paduano 

Aeronautics and Astronautics 
MIT 

Abstract 

A series of high subsonic flow experiments (Mach number ~0.65) were conducted 
in a serpentine dijfuser in which flow separation occurs. Periodic injection was 
introduced near the separation point, using various Coanda-type injector 
geometries and various injection mass flows, to improve pressure recovery and 
mitigate distortion and unsteadiness at the Aerodynamic Interface Plane (AIP). 
Data was collected by way of 80 equal-area total pressure measurements 
covering the AIP as well as by static pressure taps placed at various locations 
around the diffuser. Results include total pressure maps, upper-quadrant 
pressure recovery, DC(60), and DPCP as functions of the governing parameters. 
For an injection mass flow of 2% of the inlet mass flow, the best injection 
configuration to date increases total pressure recovery in the upper quadrant 
(where separation effects are severe) from 93% to 97% (a 60% reduction in the 
losses) and significantly reduces DC(60) and DPCP over a range of mass flow 
conditions. 

Introduction 

New demands are being placed on military aircraft inlet designs, which require that they 

be S-shaped and have much shorter length-to-diameter ratios than ever before. These demands 

are typically in conflict with engine performance. If the inlet diffuses the flow too aggressively 

or the ductwork turns too sharply, flow separation will occur and result in pressure loss, 

distortion and unsteadiness at the compressor face. This in turn will result in decreased 

efficiency, reduced compressor stability, and reduced stall and surge margins. The trade off 

between inlet geometry and system performance is accentuated in unmanned combat air vehicles 

(UCAVs). The propulsion system length often sets the overall length of these vehicles, so there 

is a strong desire to reduce aircraft length (and thus cost) by making shorter more aggressive 



inlets, while at the same time maintaining system performance. This obviously puts news 

demands on designers. 

Flow control will likely be a facilitator for achieving more aggressive inlet designs while 

maintaining performance. This paper explores one component of an integrated inlet-compressor 

flow control system, namely periodic injection of mass flow near the flow separation point in the 

inlet. Such injection has the potential to mitigate flow separation and thereby improve pressure 

recovery, reduce distortion, and reduce unsteadiness at the compressor face. 

A scaled Northrop-Grumman UCAV inlet design was used as the test article for these 

studies. It is a top-mounted, serpentine inlet with varying cross-sectional geometry. At 

moderate mass flows, separation occurs off the top surface and, to a lesser degree, the bottom 

surface. Pulsed injection was introduced near the point of flow separation through Goanda-type 

injectors, which take advantage of the Goanda effect to achieve near-wall injection. A 

parametric study was performed to find the geometric design parameters that improve flow 

characteristics while using as little injection mass flow as possible. The parameters studied were 

the unsteady momentum coefficient G^, the steady G^ (the ratio of average injection momentum 

to inlet momentum), injector slot location relative to the separation point, and injection angle 

relative to the free-stream flow direction. 



Nomenclature 

AIP Aerodynamic Interface Plane 

c. Unsteady momentum coefficient 

Steady C^ Steady momentum coefficient 

DC(60) Circumferential distortion parameter 

§ Boundary-layer thickness 

DPCP Circumferential distortion intensity 

h Injection slot width 

SLA Stereolithography 

UCAV Unmanned Combat Air Vehicle 

VG Vortex Generator 

Previous Work 

Control of separation and secondary flows has been addressed in many studies. Most 

work has been conducted on external flows with low Mach numbers. Some of the primary 

methods employed have consisted of the use of steady and periodic injection of mass flow, 

acoustic pulses, and synthetic jets. In a review of some of these studies, Grenblatt and 

Wygnanski concluded that periodic excitation performed better than steady injection, allowing 

control with much lower input energy [1]. Synthetic jets (devices that alternate between 

injection and suction, with zero net mass flux) in particular have shown great potential. Amitay 

et. al hypothesized that periodic excitation can improve the separation behavior of serpentine 

inlets at high subsonic conditions as well [2]. While synthetic jets have been shown to be 

successful in low speed flows, there are few studies to indicate whether they can provide the 



necessary control authority for high subsonic flows. An outstanding issue is the fact that for 

such injectors operating in high speed flows, the injected momentum is typically lower than the 

free stream momentum during most of the duty cycle [3]. 

Periodic excitation about a non-zero mean injection level, on the other hand, has an 

additional degree of freedom that allows mean momentum to be relatively high compared to the 

free stream. Recently, it was shown that periodic excitation via pulsed injection (with relatively 

high mean momentum) can reattach the flow and improve downstream pressure recovery for a 

high subsonic flow in a 2-D diffuser [3]. In this study mass flow was periodically injected at the 

separation point through a Coanda injector. The same method of separation control has been 

employed in the study presented here. 

Alternate approaches to improving the flow quality in serpentine difflisers have 

concentrated on preventing 'lift-ofP of longitudinal vortices. Vane and air-jet vortex generators 

(VGs) have been used to generate vortices that create boundary layer flows opposing those 

generated by the geometrically-induced secondary flow [4,5].   These approaches address inlets 

that are dominated by secondary flow vortex hft-off, rather than inlets with separation events 

induced by strong adverse pressure gradients. 

The case studied in this paper is one of a gross separation in a high-subsonic diffusing 

inlet with variable geometry [6]. The goal is to improve pressure recovery and reduce distortion 

and unsteadiness by way of preventing the separation. This is done by periodically introducing 

mass flow from an axial (as opposed to cross-flow, often used for VGs) jet near the separation 

point and tangential to the inlet surface. This configuration and its intent is akin to leading-edge 

separation prevention such as that studied by [11]. 



Inlet Flow Physics 

The inlet-diffuser that serves as the test article in this paper has varying geometry and a 

serpentine curvature. Because of the severity of the internal curvature, an adverse pressure 

gradient causes the flow to separate from the surface of the diffuser at some mass flow 

conditions. In previous studies the details of the structure of this separation were examined and 

are documented by Brear et. al [6]. 

Brear et al clearly show how the CFD predictions shown in Figure 1, together with oil- 

flow visuaHzation results in the experimental apparatus, elucidate the physical mechanism of the 

separation. Two large counter-rotating vortices form at the top of inlet in the reverse-flow region 

downstream of the separation line. The 3D morphology of the separated region (in contrast to 

typical 'separation bubbles' one sees in 2D diffusers) generates a longitudinal vortex pair that 

extends doAvnstream, and is subsequently observed in the upper quadrant of the AIP. Brear et. al 

conclude that the separation resuhs from a strong adverse pressure gradient, appears, to be 

strongly unsteady, and may respond to free stream disturbances. The longitudinal vortices result 

from flow separation and are largely responsible for the poor pressure recovery and increased 

distortion and unsteadiness measured at the AIP. These vortices periodically form, shed, and 

convect downstream to the AIP. The characteristic frequency of this shedding has been studied 

in greater detail by Braddom [7] who has shown the shedding frequency to range from 650Hz to 

900Hz for mass flows of 2.9-3.3 Ib/s (these are the cruise mass flow conditions for the l/6th 

scale inlet). 

Although the Mach numbers in our experiments were similar to the design flight 

conditions, Reynolds numbers were not. However, Brear et al. argue that the effects seen in this 

inlet are not likely to be strongly dependent on Reynolds number. For instance, as mass flow 



through the inlet is increased, the pressure recovery at the AIP is found to decrease. If Reynolds 

number effects dominated, we would expect the opposite trend: Reynolds number increases with 

increased mass flow, which typically results in reduced boundary layer thickness. This in turn 

would result in an increase, not a decrease, in pressure recovery. Thus we expect the trends and 

effects measxired in the inlet to be consistent with the full-scale system. For a more detailed 

account of the inlet flow physics see references [6], [8] and [9]. 

Experimental Setup 

All experiments were performed at the Gas Turbine Laboratory at MIT. The 

experimental test setup consisted of a varying-geometry serpentine diffliser, a De Laval air 

compressor to draw air through the diffuser, a mass flow throttle plug to control mass flow, an 

actuation system to introduce pulsed injection near the flow separation point, a data acquisition 

system, and nine interchangeable Coanda injectors of various widths, positions, and angles, 

through which the injection flow was introduced into the diffuser. 

The inlet used in these studies is part of a Northrop-Grumman 1/6* scale UCAV model, 

shown in Figure 2. It was formed using a rapid prototyping stereolithography (SLA) procedure 

in which the parts were grown layer by layer in a resin bath. The inlet lip has been replaced with 

a belhnouth to condition the flow and simulate cruise flight conditions. Mass flow is delivered 

through the diffuser by way of an open system driven by a ~1 MW De Laval air compressor. 

The compressor inlet is fed by a 24-inch diameter pipe to which is mated a mass flow throttle 

plug. The throttle plug, which is used to set the mass flow through the diffuser, has a conical 

inner shape and a movable center bullet that is controlled by a stepper motor (see Figure 3). The 

throttle plug chokes the flow and the movable bullet sets the size of the choking area. 



Actuation 

The actuation system used for these experiments consisted of a rotary valve, capable of 

frequencies of over 2.5 kHz, a lOOpsi compressor, and various injectors through which the air 

was ultimately passed into the diffuser. A pressure regulator and flow meter with thermocouple 

were used to calculate the injection mass flow. 

Nine different interchangeable Coanda injector blocks were designed and tested. The 

injectors were also made using SLA. Designing the injectors as removable blocks allowed for 

versatility in injector geometry and injector exit location relative to the separation line. The 

actuator sits on, and seals to, the injector and the injector sits flush with the diffuser's inner 

surface. Flow was introduced through the injectors in the down stream direction, tangential to 

the diffuser wall. The injectors were designed to enable examination of the effects of changes to 

three different parameters: slot width, slot position, and slot angle. Note that injection was only 

introduced on the top side of the inlet, where separation was most severe. 

Table 1 describes each of the nine injectors. Slot angle is referenced to the spanwise 

direction, e.g. a slot angle of zero is perpendicular to the free stream. All slots were a total of 4 

inches long; in the case of angled slots, a symmetric arrangement of two 2" slots was used; the 

slots were canted away from each other in a 'Chevron' configuration (see Figure 4). 

Table 1 - Geometry of the Eight Injector Blocks Used in the Parametric Study 

Injector Slot Width (h) Slot Position Slot Angle 
One 0.032" @ Separation Line 0 
Two 0.02" @ Separation Line 0 

Three 0.01" @ Separation Line 0 
Four 0.01" 0.195 Upstream of Separation 0 
Five 0.01" 0.588 Upstream of Separation 0 
Six 0.01" 0.195 Upstream of Separation 6° 

Seven 0.01" 0.195 Upstream of Separation 12° 
Eight 0.015" 0.395 Upstream of Separation 0 



Data Acquisition 

Steady-state total pressure profiles were obtained with a rake consisting of 40 probes, 

mounted along eight radial rakes, each with five probes, positioned every 45°, complying with 

ARP 1420 guidelines [10]. The can was rotated 22.5 degrees during testing so that 80 points of 

data were taken, providing a finer resolution of the AIP. The probes were connected via flexible 

tubing to a 48 port Scanivalve (Scanco No.SSS 48CMK3) which was controlled by a Scanivalve 

Digital Interface Unit (Model No. SDIU MK5). The Scanivalve houses a 100-psid transducer. 

Additionally, static pressure taps were placed around the inlet entrance and around the AIP. 

These were also connected to the Scanivalve. A National Instruments Lab View VI was created 

to collect data. 

Baseline Results 

Figure 5 shows the total pressure profile at the AIP for an inlet mass flow of 3.1 Ib/s 

(corresponding to cruise conditions). As can be seen from the figure, there is a large distorted 

region in the top quadrant and a smaller distortion at the bottom. The area averaged total 

pressure recovery is 95.6%, where average pressure recovery is the measured total pressure at 

each probe location divided by the upstream total pressure averaged across all 80 probes. 

1      P 
Pressure Recovery =—T, —^ (1) 

« Poo 

The area averaged total pressure recovery in the top quadrant, which contains the large distorted 

region, is 93.25%. Because flow control in the bottom of the inlet was not considered in the 

present studies, the pressure recoveries in this paper will be reported for the upper quadrant. 

The exit slot for Injector One was located right at the point of flow separation, as 

determined by oil flow visualization results [6]. The slot was 0.032 inches wide and injected 



flow parallel to the free stream flow direction. Pulsed air was introduced through the injector at 

a frequency of 2 kHz. This frequency was found to yield the best results for a broad range of 

geometric conditions, so it was not varied during the parametric study. Pressure recovery at the 

AIP was measured for increasing injection mass flows and upper-quadrant area averaged 

pressure recovery is plotted against injected mass flow in Figure 6. 

Figure 6 shows that periodic separation point injection does improve pressure recovery, 

verifying the predictions of Amitay et al. and the 2-D studies of McElwain. However, the 

improvement obtained for low mass flows (1 or 2 percent) is relatively poor; improving this 

performance is the motivation for the parametric study presented next. 

Parametric Study 

A parametric study of injisction designs was performed to explore the effects of (1) steady 

Cn; (2) injection angle with respect to the free stream flow direction; and (3) stream-wise 

injection position, on the following performance parameters: pressure recovery, distortion, and 

unsteadiness. Pressure recovery was the initial metric by which the various injectors were 

judged, but as the ideal values of these parameters where determined, the improvements in inlet 

distortion, DC(60) and DPCP, were also studied. The frequency of injection was maintained at 

2 kHz for all configurations. 

Effect of Steady Cfi 

The first parameter studied was steady C^. Steady C^ is defmed as the ratio of average 

injection momentum to the momentum of the separated region, 

S^adyC, =^ (2) 



where p, and p are the densities of the injected and free stream air respectively, h and / are the 

width and spanwise length of the injection slot, As is the area of the separated region, u is the 

mean injection velocity, and LL is the freestream velocity. 

For Injector One, steady C^ is calculated and plotted against pressure recovery in Figure 

7. From the figure it is clear that pressure recovery increases as the injection momentum 

increases. It is of course desirable to increase pressure recovery with minimum mass flow for 

the practical reason that in implementation this mass flow will likely be bled off of the engine. 

Therefore, to increase the injection momentum for lower mass flows, the injection slot width h 

was reduced. Since steady C^ decreases linearly with h but increases as the square of M (equation 

2), steady C^ should increase with decreasmg h, peaking at roughly the value of A that results in 

sonic flow at the jet exit for the target mass flow (here, 1 -2% of the inlet flow). 

Three different slot widths were designed and tested; see Injectors One, Two, and Three 

in Table 1. All other variables were held constant; all injection was introduced at the separation 

point, and parallel to the free stream flow through the inlet (zero slot angle). Data was taken for 

two different inlet mass flows (2.9 Ib/s and 3.1 Ib/s) and for a range of injection mass flows 

(from 1/2 % to 4% of inlet mass flow). Pressure recovery was calculated for each probe in the 

upper quadrant and then area averaged. 

Figure 8 is a graph of the change in pressure recovery versus slot width for injection mass 

flows of 1% and 2% of total mlet mass flow, for both inlet mass flows. From this figure it can be 

seen that, of the three injectors, the 0.02-inch injector had the greatest effect on pressure 

recovery. A slot width of 0.01 inches provides some improvement over the 0.032-inch slot, 

however this improvement in pressure recovery was not as great as that from the 0.02-inch 

injector. From these trends, it appears that the optimum slot width is between 0.01 and 0.02 
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inches. Unfortunately because these slot widths are so small we were unable to measure the 

injection velocity and density, and are thus xmable to provide reUable estimates for steady C^. 

Our conjecture is that steady C^ rises as slot width decreases, up to a point at which boundary 

layer and perhaps shock losses begin to dominate the effect of accelerating the flow. At this 

point fiirther reduction in the slot width does not increase steady C^, so the pressure recovery 

improvement levels off 

Effect of Streamwise Slot Position 

The next parameter studied was slot position relative to the separation point. Previous 

studies have indicated that injecting upstream of the separation line may be superior to injectmg 

at or downstream of the separation point. Thus, injectors Three, Four and Five were designed to 

determine the optimum position for injection. Again, all other variables were held constant; the 

width of the injection slot was 0.01 inches for each block and all the injectors ejected flow 

parallel to the inlet free stream flow. 

The appropriate length scale by which to non-dimensionalize the slot position in this inlet 

is not obvious. Several length scales were considered, including the size of the separation region 

and the boimdary layer thickness at the point of separation. It was decided that the boimdary 

layer thickness is the most well-defmed quantity and appropriately emphasizes the viscous 

effects on injector placement. 

The boundary layer thickness at the separation point in the fiiU-scale UCAV inlet was 

calculated by Northrop-Grumman using a 3D lifting-surface inflow correction method (see 

Figure 9) [12]. The velocity profiles of the model and fiill-scale inlet are assumed to be the 

same. The separation point in the full-scale inlet is at about 209 inches along the duct; thus from 

Figure 9, the boundary layer thickness 5 is ~ 1.9 inches. To scale this value to our sub-scale 
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experiment, 5 was first assumed to scale approximately like the Blasius solution for 

compressible flows over a flat plate, that is, 

_     0.37x 
Ofull-scale w  V-^>' 

'^^fiill-scale 

The full-scale value was then adjusted to accoxmt for the differences in size and Reynolds 

number of the 1/6* scale inlet by dividing it by 6 and multiplying by the ratio of the full-scale 

Reynolds number at the separation point to the 1/6* scale Reynolds number at the separation 

point. Thus for the 1/6* scale inlet the boundary layer thickness was estimated as follows, 

1/ 

~                  _ ^full—scale         full-scale f.^ 
f>\ 16-scale = Z w  (^) 

Re/5 
'^^l/6-scale 

The full-scale Reynolds number at the separation point was calculated to be 6.45x10 , 

and the Reynolds number in the 1/6* scale inlet was calculated to be 5.55x10"^. Thus the 

boundary layer in the 1/6* scale inlet was calculated to be ~0.517 inches. This number was used 

to non-dimensionalize the slot position. 

Data was again collected for inlet mass flows of 2.9 Ib/s and 3.1 Ib/s. Upper quadrant 

pressure recovery was calculated and the change in pressiire recovery vs. slot position is plotted 

in Figure 10. This figure shows that injecting upstream of the separation line substantially 

improves pressure recovery over injecting at the separation line. Injecting 2% inlet flow at the 

separation line improves pressure recovery by just over 1% for an inlet flow of 3.1 Ib/s and by 

about 2% for an inlet flow of 2.9 Ib/s. By comparison, injecting 2% inlet flow 0.195 upstream 

improves pressure recovery by over 3% for an inlet flow of 3.1 Ib/s and by over 3.5% for an inlet 

flow of 2.9 Ib/s.  In addition, the largest gains in pressure recovery from injecting upstream of 

the separation line are seen at low injection mass flows, which is a desirable characteristic. 

12 



Figure 10 shows that in many cases, 0.195 gave the maximum improvement in pressure 

recovery. However, in some instances 0.585 continued to improve pressure recovery, indicating 

that the ideal injection position probably lies somewhere between 0.19-0.585 upstream of the 

separation. 

Effect of Injection Angle 

The final parameter that was varied in our study was injection angle with respect to the 

fi-ee stream (see Figure 11). Injection angle was examined to try to determine the effects of 

injection on secondary flows. If secondary flows were the primary cause of total pressure loss in 

the inlet, then injecting at an angle to counter these flows might be expected to have a large 

effect on pressure recovery. Injectors Four, Six, and Seven were designed to study this 

possibility. Each has a slot width of 0.01 inches and each was placed 0.195 upstream of the 

separation line. The angle of injection is measured with respect to the free stream flow direction 

in the inlet. Injector Four injects flow parallel to the freestream (zero angle), injector Six injects 

6° away from the flow direction, and injector Seven injects 12° away from the flow direction. 

Figure 12 shows the effects on pressure recovery of angled injection. It can be seen that 

injecting at zero degrees produces a greater gain in pressure recovery than injecting at any 

positive angle for most cases. However one would expect that if secondary flows were indeed 

the primary cause of distortion, injecting at an angle would be superior to injecting directly 

downstream, and alternatively, if secondary flows are not the primary cause of distortion, 

injecting at an angle would result in relatively small improvements in pressure recovery. In our 

studies, however, the performance of the angled injectors is quite good relative to most of the 

axial injectors and in some cases performed better. One simple conclusion that we might draw 

from this study is that results are relatively insensitive to injector angle; a usefiil resuh in highly 
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3-dimensional inlets whose separation line is either poorly known or changing as a function of 

operating condition. In other words, it appears that one can inject at an angle that is 5 tolO 

degrees different than the 'ideal' angle without incurring a large penalty. Injection position 

relative to the separation line appears to be more important. 

Performance of an "Optimized" Injector 

A final injection configuration was examined in attempt to take advantage of what was 

learned in the parametric study. Injector Block Eight had a slot width of 0.015 inches, injected 

flow parallel to the free stream, and was located 0.395 upstream of the separation line. 

As predicted, this configuration returned the greatest improvement in pressure recovery 

for any given injection mass flow. Figure 13 shows area averaged pressure recovery plotted 

against injection mass flow. This final configuration provided an improvement in pressure 

recovery of 3.75% for an injection mass flow of 2% of inlet flow at cruise conditions, a recovery 

of nearly 60% of the original loss. Figure 14 provides an illustration of what was achieved 

through the parametric study by comparing the pressure recoveries from Injector One to those of 

Injector Eight. Figure 15 compares the effect of original mjector on the pressure profile to the 

best injector to date. 

The improvement in distortion at the AIP resulting from this injection configuration was 

examined by way of DC(60) and the circumferential distortion intensity, DPCP. DC(60) is 

defined as 

£,C(60) = ^3Mf_5l6Ql (5) 
1    -2 
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where Cx is the axial velocity, PA      is the average total pressure at the AIP, and Pf is the 
60 

average total pressure over the worst 60 degrees of the AIP. Without injection the top 60 degrees 

of the AIP have the lowest pressure recovery; with mjection, the top improves and the bottom 60 

degrees become the worst. However, because the bottom was ignored, only the top 60 degrees 

were used in the calculation. DC(60) is plotted versus mass flow in Figure 16 for several inlet 

mass flows. Clearly injection significantly reduced distortion as measured by DC(60). 

The circumferential distortion intensity, DPCP, is a numerical indication of the 

magnitude of the pressure distortion. The details of this parameter, as well as how it is 

calculated, can be found in the SAE ARP 1420 [10]. Figure 17 is a plot of DPCP for each ring 

of the total pressure can, where ring 1 is the innermost ring and ring 5 is the outermost ring, for 

three inlet mass flows. This figure shows that injection produces significant reductions in 

distortion intensity. Note that after injection the distortion in the lower half of the AIP is larger 

than the distortion at the top. According to ARP 1420 guidelines the larger distortion should be 

used in calculating DPCP, but again, because the bottom distortion was ignored for now, DPCP 

was calculated using only the upper distortion. 

Summary and Conclusions 

This paper presents the results of flow control experiments designed to improve the flow 

characteristics at the AIP in a high subsonic separating serpentine diffuser with a three- 

dimensional geometry. Specifically, periodic injection is used to reduce separation, and to 

prevent the formation of large vortices suspected of causing poor flow characteristics at the AIP. 

Pressure recovery and distortion, as well as DPCP and DC(60), were calculated with and without 

injection as the metrics for success. The effects of this type of injection on unsteadiness require 

further measurement and study. However, because the unsteadiness has been shown by Brear to 
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result from vortices that in turn result from separation, eliminating the separation should resuh in 

reducing the unsteadiness at the AIP. 

Our results show that it is feasible to use small amounts of injected air to significantly 

enhance the flow properties in aggressive serpentine inlets. Adjustment of some of the 

geometric parameters of injection was the focus here. Several conclusions can be drawn from 

this study. As expected from low Mach number studies, high Mach number separating flows are 

more responsive to a given level of mass injection if that injection has high momentum ratio. 

However there is a threshold beyond which mcreasing the injection momentum by reducing slot 

width is difficult; slots that are too thin appear to be detrimental to pressure recovery per unit 

injected mass flow. Therefore reducing the slot width roughly to the point where the jet velocity 

is unity is a conjectured rule-of-thumb. Figure 8 indicates that there is a threshold momentum 

ratio below which very little effect is felt; this supports the notion that the injection velocity must 

exceed the free stream velocity to have significant effect. We also showed that injecting about 

0.25 upstream of the separation point is very desirable to reduce the mass flow required to 

reattach the flow. We found much less sensitivity to slot angle with respect to the separation 

line; this insensitivity should make it possible to use CFD-calculated separation locations in 3D 

inlets for flow control placement. The implications for this type of injection on secondary flows 

are not clear from our results. 

Although the amount of mass flow required in our experiments was reasonably small, the 

overall flow control process was not efficient from an energy perspective. The reason is that we 

create pulsating flow using a valve that is choked over much if not all of the duty cycle. In such 

valves, simple compressible flow considerations lead one to estimate that perhaps 20% of the 

energy of the source fluid can be converted into kinetic energy; the remainder is lost across the 
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nonnal shock in the valve, through viscous mechanisms, or is simply never converted from 

enthalpy to velocity. After the flow enters the inlet itself, one might hope that the improvement 

in the kinetic energy at the AIP (i.e. the reduction in the separation/mixing losses) will be much 

greater than the energy of the injected flow. Crude measurements in our experiment indicate that 

this is probably the case; however the gain is not sufficient to make up for the energy lost in the 

valve. 

There are various ways one might reduce the actuator losses, and thereby improve overall 

efficiency. One way is to induce resonance in a chamber upstream of the injection; this should 

reduce the mean mass flow required to achieve high peak injection velocity. Such an approach is 

practical, and its systematic study could help determine the relative unportance of the mean vs. 

the peak momentum injection in high Mach nimiber flows. Another approach would be simply 

to design a valve that operates unchoked over most of the duty cycle. This is a difficult approach 

to make practical since geometry is difficuk to vary in a high-frequency valve, so mean mass 

flow is usually modulated using back pressure; under these conditions choking and unchoking of 

the valve over it's operating range would make for somewhat nonlinear valve behavior. On the 

other hand, afluidic approach to flow injection modulation might both allow imchoked internal 

operation and reduce mechanical complexity. 
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Captions 

Figure 1 - a) Predicted contour of total pressure recovery at the AIP and b) along the 
center-plane of the inlet 

Figure 2 - Experimental test setup 

Figure 3 - Internal layout of inlet experiment 

Figure 4 - Coanda injector blocks 

Figure 5 - Contour of pressure recovery at the AIP for an inlet mass flow of 3.1 Ib/s 

Figure 6 - Upper quadrant AIP pressure recovery vs injection mass flow 

Figure 7 - Upper quadrant AIP pressure recovery vs steady C^ 

Figure 8 - Change in upper quadrant pressure recovery vs injection slot width (slot 
position = at separation line, slot angle = 0°) 

Figure 9 — Full-scale boundary layer thickness 

Figure 10 - Change in upper quadrant pressure recovery vs injection slot position (slot 
width = 0.01", slot angle = 0°) 

Figure 11 -Illustration of angled injection (top view) 

Figure 12 - Change in upper quadrant pressure recovery vs injection angle (slot position = 
0.198 upstream of separation, slot width = 0.01") 

Figure 13 - Upper quadrant AIP pressure recovery vs injection mass flow 

Figure 14 - % Improvement in upper quadrant AIP pressure recovery vs injection mass 
flow for injector block One and Eight 

Figure 15 - Total pressure maps of AIP without injection and with 2% injection through 
injector blocks One and Eight 

Figure 16 - DC(60) at AIP vs injection mass flow 

Figure 17 - DPCP at AIP vs ring number 
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LARGE-SCALE UNSTEADINESS IN A TWO-DIMENSIONAL DIFFUSER: 
NUMERICAL STUDY TOWARD ACTIVE SEPARATION CONTROL 

Takao Suzuki and Tim Colonius ^ 

Division of Engineering and Applied Science 

California Institute of Technology, Pasadena, California 91125 

ABSTRACT 

We develop a reduced order model for large-scale 
unsteadiness (vortex shedding) in a two-dimensional 
diffuser and study the mechanisms of active flow sep- 
aration control. This model can estimate the vortex 
shedding frequency for inviscid flows by accounting 
for the accumulated vorticity flux in the diffuser. 
The model can also predict the stagnation pressure 
loss, which consists of two parts: A steady part cor- 
responds to static pressure loss on the detached area, 
and an unsteady part is associated with vortex shed- 
ding. To validate this model, we perform direct nu- 
merical simulation (DNS) of compressible, laminar 
diffuser flows. The comparison between, the model 
and DNS shows good agreement at various Mach 
numbers and area ratios of the diffuser in terms of 
vortex shedding time scale and stagnation pressure 
loss. To investigate the effects of periodic mass in- 
jection near the separation point, we also perform 
DNS over a wide range of the forcing frequency. The 
DNS results show that periodic mass injection can 
pinch off vortices with a smaller size; accordingly, 
their convective velocity is increased, absorption of 
circulation from the wall is enhanced, and the ex- 
tent of the separated region is reduced. As a re- 
sult, the stagnation pressure recovery, particularly 
the unsteady part, is substantially improved as pre- 
dicted by the model. 

INTRODUCTION 

To achieve high performance in aircraft propul- 
sion systems, it is crucial to reduce stagnation pres- 
sure loss across an inlet diffuser. In many situa- 
tions the length of the diffuser is restricted, e.g. low- 
observability constraints and rapid area changes are 
required (c.f. Hamstra, et al. 2000; MacMartin, 
et al.   2001).   As a result, large adverse pressure 

Copyright ©2003 by Takao Suzuki and Tim Colonius. 
Published by the American Institute of Aeronautics and As- 
tronautics, Inc., with permission. 

gradients between the throat and compressor face 
cause boundary layer separation, i.e. stall. Previ- 
ous experimental studies (e.g. Reneau, Johnston, 
& KUne 1967) have been used to categorize stall 
regimes for a planar diffuser geometry. Particularly, 
in the so-called "transitory stall regime," the bound- 
ary layer separation is continuously built up and 
semi-periodically washed out; thus, the flow pattern 
looks siniilar to vortex shedding from a bluff body. 
Such a pattern has been visuaUzed in experiments 
(Salmon, Bogar, k. Sajben 1983). This phenomenon 
leads to substantial reduction in stagnation pressure. 

In past, a number of studies have demonstrated 
that the pressure recovery can be improved if large 
scale vortical disturbances are disrupted. In fact, 
some experimental studies successfully reduced the 
stagnation pressure loss, for example, by using split- 
ter vanes (Rao 1971), steady mass injection (NicoU 
& Ramaprian 1970; Back & Cuffel 1982; Nishi, 
Yoshida, k, Morimitsu 1998), a star tail-pipe (Welsh 
1976), etc. In these studies, however, the optimal 
design parameters, such as the mass flow rate or 
the rotation rate of the actuator, were only em- 
pirically studied. In this study, we consider peri- 
odic mass injection in order to simulate a synthetic 
jet (c.f. Glezer & Amitay 2002). This technique 
was initially introduced for airfoil separation con- 
trol (e.g. Seifert, Darabi, k. Wygnanski 1996) and 
has been recently applied to internal flow separation 
control (e.g. Narayanan & Banaszuk 2003, and oth- 
ers). These studies have found that periodic separa- 
tion enhances pressure recovery more than previous 
active flow control techniques. Thus, the objective 
of this research is to investigate the large-scale flow 
unsteadiness intrinsic to transitory stall in a two- 
dimensional diffuser and to study the mechanisms 
of the periodic mass injection technique to control 
flow separation. 

We develop a compressible inviscid model to scale 
the vortex shedding time period by accounting for 
the accumulated vorticity flux in a diffuser. We also 
estimate the stagnation pressure loss based on an 
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Figure 1:  Schematic of vortex shedding in a two- 
dimensional diffuser. 
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ideal fluid. This model consists of steady and un- 
steady parts, the former accounts for static pres- 
sure loss on the separated region and the latter for 
vortex shedding. This model provides implications 
for reducing stagnation pressure loss. Based on this 
model, we study the frequency dependence of peri- 
odic mass injection near the separation point. 

To verify the theoretical analyses, we per- 
form direct numerical simulations (DNS) of two- 
dimensional laminar diffuser flows at various inflow 
Mach numbers (Mi = 0.2 ~ 0.8) and the diff'user 
area ratios (/la/Zii = 1-4 ~ 2.6): We compare the 
shedding time period calculated from DNS and the 
time scale given by the theory. We also compare 
the stagnation pressure loss between DNS and the 
incompressible model. To investigate the effects of 
periodic mass injection, we locally force the bound- 
ary layer at several different frequencies and ana- 
lyze each component of the stagnation pressure loss 
based on DNS in detail. 

The outline of the paper is as follows: In the next 
section, the vortex shedding model is introduced, 
and the stagnation pressure loss is estimated in the 
incompressible limit. Next, the procedures of the 
numerical simulations are presented. Subsequently, 
the DNS results are compared with the theories. 

THEORETICAL APPROACH 

MECHANISM OF VORTEX SHEDDING 

To estimate the vortex shedding frequency, we 
consider a simple two-dimensional symmetric dif- 
fuser geometry (see figure 2 for the coordinate sys- 
tem) and assume an inviscid fluid. We take a con- 
trol volume as shown in figure 2 and calculate the 
accumulated vorticity flux per unit time. In com- 
pressible flows it is appropriate to calculate the flux 
of ujp (c.f. section 1.5 of Saffman 1992). Recall 
that Kelvin's circulation theorem ensures that cir- 
culation is neither generated nor dissipated in an 
inviscid (and barotropic) fluid. Of course, some vor- 
ticity flux is generated or absorbed through the dif- 
fuser wall due to the non-slip boundary condition, 
but this will be taken into account later. 

Figure 2: Simple two-dimensional diffuser model. 

We assume that the inflow velocity and temper- 
ature profiles are transversely sheared, denoted by 
«i(j/) and Ti(j/), respectively. The inflow pressure 
is assumed constant (denoted by pi); consequently, 
the density is given from the ideal gas law as p\{y). 
Furthermore, we assume that in the diffuser the sep- 
arated boundary layer reattaches before it reaches 
the out-flow boundary (station 2 in figure 2). The 
exit conditions are similarly assumed, and they are 
expressed using the subscript 2 (such as 1*2(2/) as the 
exit velocity profile). Consequently, the net circula- 
tion (per density) accumulated in the control volume 
per unit time can be calculated as 

1^ 

p dt 
:/    —j-^ui(y)dy-        —j-rU2iy)dy 
Jo   piiy) Jo   P2{y) 
R 

Pi 

(y) "'"■"'""   Jo   P2{y) 

■ /   Ti(ui)uidui /   T2{u2)u2du2,(1) 
Jo P2J0 

where p on the left hand side denotes a characteristic 
density scale, and R the universal gas constant. 

To evaluate the temperature profile, we use the 
Crocco-Busemann relation (c.f. section XV of 
Schlichting 1960). For an iso-thermal wall, the tem- 
perature profile can be calculated as 

-too -*oo \ 

p    °° 
(2) 

where Cp represents the specific heat at constant 
pressure (= -yR/ij — 1), 7 being the specific heat 
ratio). In addition, the subscript 00 denotes the 
free-stream quantity (i.e. above the boundary layer), 
which is assumed identical to the center-hne quan- 
tity, and Twaii is the wall temperature, which is as- 
sumed constant everywhere. Recall that (2) is de- 
rived assuming that the temperature is a function of 
velocity only and the Prandtl number is unity. Now, 
substituting (2) into (1) sdelds 
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Here, Af,- = Uj/y/yRTj {j = 1 or 2) is the Mach 
number, and the quantities without (y) denote the 
center-hne quantities (such as, wi = wi(0)). It is 
important to notice that the net vorticity flux (per 
imit density) is independent of the velocity profile. 

During one period of vortex shedding (referred to 
as Tshed), we assume that the accumulated circula- 
tion forms a single vortex in the hatched region in 
figure 2. In a viscous flow some vorticity flux is ab- 
sorbed from the wall, and this rate is expressed by 
A (which will be formulated in (22) later). Now, we 
assume that the diameter of the vortex can be scaled 
as {h2—hi) and its averaged density p in (3) as pi (in 
fact, it is even lower due to compressibility). Using 
Stokes' theorem, the averaged velocity at the outer 
radius of this vortex can be estimated as 

_        (l-A)^f •T.t.ed 

7r(/i2 - hi) 

When this velocity exceeds some velocity scaJed by 
the fi-ee-stream velocity (denoted by awi), we hy- 
pothesize that the vortex is pinched off. Note that 
as the area ratio becomes greater, the vortex for- 
mation criterion suggested by Gharib, Rambod, & 
Shariff (1998) may be applied. Now, the time period 
of vortex shedding can be then estimated as 

-'shed '^ OiTghed — 
a    2^feife-l) 

1-A uiF 
(5) 
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Here, it is assumed that the effects of the bound- 
ary layer are sufficiently small so that the center-hne 
quantities follow the continuity and the energy con- 
servation given from a quasi-one-dimensional anal- 
ysis. It is also noted that the velocity and tem- 
perature ratios are determined from the area ra- 
tio assuming the ideal expansion and the quasi-one- 
dimensionality. This is equivalent to treating a sub- 
script as a cross section average. 

Figure 3: Compressible effect on the vortex shedding 
time period. The vortex shedding time period versus 
the area ratio at various inflow Mach numbers are 
shown:  , Incompressible limit; —  -  -, Mi = 
0.2; , Ml = 0.4; , Mi = 0.6; • • •, 
Ml = 0.8. The absorption of circulation from the 
wall is neglected (A = 0). 

Notice that in incompressible flows, (5) yields the 
following simple expression: 

^shed ; ar. (Af—0) _ 
shed 

27r/i] 
(fe)" 

1-A Ui (i+fe) 
p) 

where we assume that pi = p2,Ti = T2 = T^aii, and 
Ml = 0. Figure 3 plots the shedding time period as 
a function of the area ratio at various inflow Mach 
numbers. Here, pa/pi is calculated based on the 
ideal expansion, and Twaii = Ti is assumed. It shows 
that the shedding period becomes longer as the area 
ratio increases. 

STAGNATION PRESSURE LOSS 

STEADY PART 

In this section we evaluate stagnation pressure 
loss due to flow separation and large scale flow un- 
steadiness in an incompressible limit. We start with 
Crocco's equation: 

dt      dxi \        2 /        dxi       ■'   ■' p dxj 

(8) 
where h is enthalpy (= CpT), s is entropy, and 
Tij is the viscous stress tensor.   Defining stagna- 

tion temperature to be Tt = {h + -^)/cp, and ac- 
cordingly, stagnation pressure and density to be 



Pt = (Tt/r)>->pandpt 
(8) can be rewritten as 

{Tt/T)-i-^p, respectively, 

dpt 
^— = Pt^ijkUjUJk 

dui ds     ptdTij 

(9) 
Note that entropy is the same between static and 
stagnation quantities by definition. Now, we eval- 
uate the order of each term in (9). Here, we as- 
sume that the compressibility is weak and expand 
both static and stagnation thermodynamic quanti- 
ties for small M^. For example, p « Poo + M^PM^ + 
M^PM'^ -(---■, etc. In addition, we assume that the 
time scale of the fluid motion is proportional to 1/M, 
namely (^)/(^) ~ 0{M). The first two terms on 
the right hand side of (9) then yield 0{M^). The 
third term can be estimated as 0{M*/Re) refer- 
ring to the entropy change along the material line 
(if the flow is not initially homoentropic, its order is 
0{M^)). Likewise, the last term can be evaluated as 
0{M^/Re). Thus, assuming fie » 1 and neglecting 
0{M^) terms, (9) can be approximated as 

dpt dui 
— ^p,e,j,uju;,-p,— . (10) 

Next, we integrate (10) for i = 1 (the x direction) 
inside the control volume defined in figure 2. Us- 
ing Green's theorem, the left hand side yields the 
surface integrals. Integrating over the cross section, 
the second term on the right hand side vanishes for a 
symmetric vortex, as discussed later. Alternatively, 
if we take a time average and expand this term as 

(Poo -p)w~P°°W^ i* ^^ evaluated as ©(Af*). Con- 
sequently, the stagnation pressure loss averaged in 
the vertical direction can be approximated as 

Pti - Pt2 « (p. 'ti "'0-a- J J ptvujdxdy 

h2 ' 
(11) 

where the averaged pressure projected on the wall 

is defined as p„, = ff^^pdy/{h2 - hi). In a fully 
separated diffuser, p^ « Pi- As mentioned in the 
previous section, quantities with a subscript denote 
the cross section average. Figure 4 shows the error 
of (11) assuming p^ = Pi- Slight under-estimate of 
pressure on the wall (~ 5%) causes over-estimate of 
the stagnation pressure loss. Nonetheless, the time 
variation of the error in (11) is relatively small (the 
averaged error during tui/hi £ [24,120] in figure 
4 is approximately —2.1%). Thus, our strategy to 
suppress the stagnation pressure loss is to increase 
Pu, and / / ptvujdxdy. 

tui/hi 

Figure 4: Error in the estimate of stagnation pres- 
sure loss. Referring to (11), (L.H.S. — R.H.S.)/pto is 

plotted, wherepto = {l + ^^Mi)-'-^pi. Correction 
of the projected area noted in table 1 is also taken 
into account. 

Now, the steady part of J J ptvujdxdy can be read- 
ily evaluated in incompressible flows. Imposing the 
non-slip boundary conditions on the wall, this term 
can be expanded as follows: 

/   / ptvuidxdy ^ j j PooV I Q- 

= -p^J J- 

dxdy 

-dxdy = po 

du 

dy 

u\h\ — M2/12 
.(12) 

Here, continuity is used, and vi = t;2 = 0 is assumed 
for the third equality. This relation is nothing but a 
momentum balance of the control volume. Thus, the 
steady part of the time averaged stagnation pressure 
loss can be expressed as 

(Pti 
-——\M-.0   , 
■Pt2jsteady ' 

(Pl-P^)(^ 

hi 

il+^ {t-^y 
(13) 

UNSTEADY PART 

The unsteady part of the / / ptvujdxdy term is 
considered to be the contribution from vortex shed- 
ding. To analyze this effect, we consider the Oseen 
vortex (Oseen 1912) as a model problem, which is 
a solution to the incompressible Navier-Stokes equa- 
tions. Again, we consider the leading terms of the 
incompressible limit. The radial velocity of the Os- 
een vortex is given by 

Ur{t, X, y) 
27rv/(a:-x<,)2-l-(3/-2/o)2 

{x-Xof+iy-Vof'^ 
1—exp 

4i/t )• 
(14) 



where (xo, j/o) denotes the center of the vortex, F is 
the total circulation, and v is the kinematic viscos- 
ity. Here, we assume that the time scale of dissipa- 
tion is much slower than that of vortex convection; 
accordingly, we define the radius of the vortex to 
be iZ = \f^t and assume it to be constant. Using 
this expression and assuming that the effect of block- 
age due to the wall is weak, we obtain the following 
quantity after some algebra: 

J —c 

Ptvujdy 

Pt 
p2 

2wR2 
erf 

v/2(a 

R 
— erf 

R 
,(15) 

where erf(z) = -^ J^ e'^^dt. Notice that (15) is 

positive downstream of the vortex center (x-Xg > 0) 
and negative upstream of it (x — Xo<0). Therefore, 
when the Oseen vortex leaves the control volume, a 
stagnation pressure drop appears at the exit cross 
section. According to the discussion in the previous 
section, we estimate the parameters as F = a2iTRui 
and J? « (/i2 — hi)/2 and express the convective 
velocity of the vortex to be «c- Thus, the stagnation 
pressure loss averaged over the exit cross section is 
given' as a function of time, 

(pi2)shed(t) = T- /      /     Ptvu;dydx 
"2 Ju^t J-oo 

^a^^p^u^hzhj     (evf[V2x]-evf[x])dx.il6) 

When the vortex is convected along y = /12/2, the 
convective velocity can be approximated as Uc = «2- 
In reality, the vortex is pinched off near the wall and 
convected above y = /12/2 when h2/hi < 2, and vice 
versa. Therefore, the convective velocity is reduced 
due to the induced velocity. To be precise, the Oseen 
vortex is no longer the solution because the center 
of the vortex is convected slower than the mean flow 
in addition to the distortion due to the wall. 

To estimate the induced velocity due to blockage, 
we assume an ideal fluid and consider a conformal 
mapping represented by C = ^^Pi'^^)- This func- 
tion maps an infinitely long channel onto the first 
quadrant; hence, two pairs of counter-rotating point 
vortices satisfy the non-penetration boundary condi- 
tion in the C plane. According to the study by Pier- 
rehumbert (1980) based on a pair of counter-rotating 
vortex 'patches,' convective velocities of distributed 
vortices can be well approximated by point vortices 
even if the distance between them is relatively small. 

Based on point vortices, the rate of induced veloc- 
ity can be calculated as (c.f. section 7.2 of Saffman 
1992) 

,h2    ^^ 
hi  hi aM2 ~    4 V/ii       ) tan(7r^^ 

h\ /i2' 
(17) 

where /is is the height of the vortex from the bottom, 
and the convective velocity then becomes (1—QK)M2- 

For example, when h2/hi = 2 and /13//11 = ((/ii + 
/i2)/(2/ii) -I- h2/hi)/2 = 5/4, K becomes as high as 
0.33 (for reference, if we simply calculate the infinite 
superposition of the Oseen vortices, K yields 0.32, 
which is sufficiently close to the point vortex solu- 
tion). Thus, the effect of blockage on the convective 
velocity is not neghgible. On the other hand, the er- 
ror of J f ptvudxdy associated with blockage is less 
than 2%. 

Using (16) and knowing that the time period of 
vortex shedding is estimated by (7), the time aver- 
aged stagnation pressure loss associated with vortex 
shedding can be estimated as 

(P~ 
,M-.o _ fZ>pr2m 

't2;shed 
'shed 

^(l_A)fe + l)fe-l)   puj 

1 — aK 
8 (fe)' 

(18) 

This equation shows that the stagnation pressure 
loss due to vortex shedding is proportional to the 
dynamic pressure in the incompressible limit. This 
expression is also valid when we artificially tune a; 
therefore, by breaking the circulation into smaller 
vortices, the stagnation pressure loss can be sup- 
pressed. Although we have derived (18) based on 
the Oseen vortex, this dependence is still valid when 
the vortex is radially symmetric. We define a coef- 
ficient relative to the Oseen vortex (i.e. in front of 
(18)) as p. In fact, /? is found to be reasonably close 
to unity in DNS (see table 3 shown later). 

Accordingly, the total stagnation pressure loss is 
now expressed as 

KPtl - Pt2JtotaI -^  
hi 

PUJ (^       V a^(l-A)^ + l 
1 - OK 8 

.(19) 
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Figure 5: Stagnation pressure profile estimated 
based on the inviscid and incompressible limit. Pa- 
rameters are chosen according to Case A (Mi = 0.6 
and h2lhi = 2), and a = 1, j8 = 1, A = 0, pm = pi, 
and K = 0.33 are assumed. 

The first term and the first part of the second term 
correspond to the steady loss, and the second part of 
the second term to the unsteady loss. As discussed 
later, (19) indicates that the contribution from vor- 
tex shedding becomes comparable to the steady part 
as the induced velocity decelerates the convective 
velocity. Figure 5 shows an expected pattern of 
the stagnation pressure profile for a fully separated 
case. The troughs correspond to the unsteady loss 
repeated on the top of the steady part. The stag- 
nation pressure drops when the center of the vortex 
is passing through the exit cross section (approxi- 
mately 11% drop under the conditions correspond- 
ing to Case A defined in table 1). These theoretical 
predictions are examined using DNS. 

VORTICITY ABSORPTION FROM WALL 

Now, we consider viscous effects. In a firee space, 
the viscous term simply diffuses the vorticity distri- 
bution but does not increase nor decrease net vortic- 
ity. Therefore, the dominant part of viscous effects 
should come from the vorticity flux on the wall. Ac- 
cording to the previous discussion, the net accumu- 
lated circulation per unit time can be sjonbolically 
expressed as 

(-) 
V'^M total 

/        - /    (vorticity flux) dy 
V inflow      ./exit 

-t- /    (vorticity flux) ds .   (20) 
Jwall 

To be precise, in compressible flows we must calcu- 
late flux of cj/p instead of "vorticity flux" as men- 
tioned before. Thus, we assume that (^) can be 
approximated by (^^) as defined in (1). For the 
second term, vorticity flux coming firom the wall can 
be expressed as (e.g. Koumoutsakos, Leonard, & 
Pepin 1994) 

/■ / „    K ,        f     dw , f     Idp, 
I (vorticity flux) ds =  I    ii—-ds = — /      --5-"* , 

^waii ^waii on Jy„a.nP9s 
(21) 

where the positive sign is taken to be production. 
This expression is valid even in compressible flows 
when the dynamic viscosity ft (= pu) is constant 
everywhere. This term produces additional circula- 
tion in favorable pressure gradients, while it absorbs 
circulation in adverse ones. 

In incompressible flows, (21) simply yields 
(Pi -P2)waii//9- Assuming (pi)waii = Pi, the rate 
of absorption introduced in (4) can be expressed as 

A = Pi - (P2)wall (P2)wall - Pi (fe)' 
"f 2 (&)• 1 

(22) 
Prom the previous discussion and Bernoulli's equa- 
tion, the rate of accumulated circulation per unit 

time in the control volume is ^ = "'2"' = ^'~^'; 
therefore, if this amount is perfectly absorbed from 
the wall (i.e. A = 1) and the pressure on the wall 
coincides with the free-stream pressure, no vortex 
shedding occurs. However, when the flow is fully 
separated, vorticity is absorbed mainly near the 
reattachment point and the projection of recovered 
static pressure in the x direction is reduced. 

NUMERICAL PROCEDURES 

DIRECT NUMERICAL SIMULATION (DNS) 

To numerically investigate diffuser flows, we per- 
formed direct numerical simulations (DNS) solving 
the full compressible Navier-Stokes equations in two- 
dimensions. For time marching the fourth order 
Runge-Kutta scheme was used. For spatial deriva- 
tives the sixth order Pade scheme (Lele 1992) was 
used for the interior points. For the inflow and exit 
boundary points, lower order (third and fourth or- 
der) Pade schemes were used. The rest of the bound- 
ary treatments are described later in this section. 

To generate the computational grid, we used a 
conformal mapping. The following function gives the 
two-dimensional diffuser shape used in this study: 

+ 1..  1^-1 -c + log(cosh(cC)) ,       (23) 

where z = x+iy corresponds to the physical domain 
and C = i+ifj to an intermediate computational do- 
main. Furthermore, this computational domain was 



Case Ml ftaAi "maj [ & c 

A 0.6 2.0 (1.843) 18.43°, 0.7576 
B 0.2 2.0 (1.843) 18.43°, 0.7576 
C 0.4 2.0 (1.843) 18.43°, 0.7576 
D 0.8 2.0 (1.843) 18.43°, 0.7576 
E 0.6 1.4 (1.346) 10.78°, 0.8440 
F 0.6 1.6 (1.514) 14.03°, 0.8110 
G 0.6 2.6 (2.320) 22.31°, 0.6992 

i~o 0.6 2.0 (1.843) 18.43°, 0.7576 

Case Re h.i.lh\ {N. ,Ny) (At a2//i2) 
A 4000 0.10 601 ,151 1.0 X 10-^ 
B 5000 0.10 601 ,151 1.0 X 10-3 
C 4000 0.10 601 ,151 1.0 X 10-3 
D 6000 0.10 801,201 0.8 X 10-3 
E 8000 0.07 721 ,181 1.0 X 10-3 
F 6670 0.08 601 ,151 1.0 X 10-3 
G 2900 0.13 721 ,181 0.727x10-3 

i~o 4000 0.10 601 ,151 1.0 X 10-3 

Table 1: Flow conditions and diffuser geometries for 
DNS. The values in parentheses in the /i2//ii col- 
umn denote the actual area ratio between the cross 
sections at which stagnation pressure profiles were 
recorded (see figure 6). The Reynolds number is 
defined BS Re = uih\/vi. Sb.i. denotes the inlet mo- 
mentum thickness. Nx and Ny denote the numbers 
of grid points in the x and y directions, respectively, 
and At is the time step. 

linearly stretched to efficiently resolve the boundary 
layer near the wall as well as the region in which 
vortex stretching becomes intense. Consequently, 
spatial differentiation was performed in an equally 
spaced rectangular grid. A typical computational 
grid is shown in figure 6. Parameters for compu- 
tation and the flow geometries are all tabulated in 
table 1. 

According to the conformal mapping, initial ve- 
locity fields were calculated based on the poten- 
tial flow solution, and the thermodynamic quanti- 
ties were given firom the compressible Bernoulli's 
equation. The initial velocity and thermodynamic 
quantity profiles near the wall were given by solving 
the Blasius boundary layer equation (c.f. Schlichting 
1960) ignoring the curvature of the wall. 

For the wall (the upper side of the computa- 
tional domain), the non-slip boundary conditions 
were imposed, and the temperature distribution on 
the wall was calculated assuming the ideal expan- 
sion and set constant in time. The bottom line was 
set as the center-line assuming symmetry. At the 
inflow and the exit, non-reflecting boundary condi- 
tions (Poinsot & Lele 1992) were imposed together 

Figure 6: Typical computational grid. Every five 
grid point is shown for Case A. Thicker lines de- 
note the sections where the stagnation pressure pro- 
files were recorded. Axmin/Zii = 8.29 x 10-3, 
Axn,ax//ii = 59.45 X 10-3, Aj/„i„//ii = 5.57 X 10-3, 
and Aymax/fti = 25.15 x 10-3. 
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Figure 7: Strength of the sponge term. 

with a "sponge" buffer zone (Freund 1997). The 
coefficient a corresponding to the strength of the 
sponge is plotted in figure 7. 

PERIODIC MASS INJECTION 
To study the eflfects of a synthetic jet, we artifi- 

cially forced the right hand side of the Navier-Stokes 
equations and periodically injected a mass fiow near 
the separation point in the x direction: 

dp ^ d{puj) 

dt       dxj 
= F{xi,X2)pUs{t), (24) 

g^ + ^^^^"^-;^'^^--'"^^-^=F(xi,x2)p.^(t)Ja, (25) 
Ot OXj 

at dxj 

= Fix^,X2)p(^e + ^ys{t), (26) 

where 

F(x,y) 
2'K(Tx(Ty 

exp 
{x-xsf    iy-Vsf 

H 

Us{t) = 0.9ai 

2al 

l+tanh(^)l^cos(a;t) 

,{27) 

(28) 

and (xs, j/s) denotes the center of injection (ai be- 
ing the speed of sound at the inlet). Thus, the 
forcing points were distributed using a compact and 
smooth function, and the injection was gradually ac- 
tivated so that spurious numerical disturbances can 



Case uhi/ui 
I 0.5 
J 0.75 
K 1.0 
L 1.25 
M 1.5 
N 2.0 
O 2.5 

Table 2: Frequency of mass flow injection in DNS. 
The base flow conditions are the same as Case A; 
namely, Mi = 0.6, /i2//ii = 2.0, and Re = 4000 
(refer to table 1). 

be lessened. In actual computations, x^ = -1.60, 
j/, = 1.04, CTx = 0.08, ay = 0.01, Ao = 6.0 x 10"^, 
at = 0.2, and to = 0.5 were selected. Conse- 
quently, the momentum coefficient can be calculated 
as C;^ = {fmlhs)l{fm\hi) « 0.52%, h^ being the cor- 
responding slot width. The order of C^ is compa- 
rable to experiments (e.g. Narayanan & Banaszuk 
2003). An attempt was made to minimize the forcing 
region and to locate it closer to the wall to simulate 
a slot on the wall. 

Seven different forcing frequencies, w, were exam- 
ined, and they are tabulated in table 2. The base 
flow conditions for these runs were the same as Case 
A shown in table 1. 

RESULTS AND DISCUSSION 

VORTEX SHEDDING FREQUENCY FOR 
UNFORCED CASES 

Figure 8 displays vorticity contours computed 
from DNS at several instants in time for Case A 
(see table 1). The vorticity flux is accumulated 
somewhat downstream of the separation point, and 
a large-scale vortex is formed. While this vortex 
is pinched off' and convected downstream, the next 
vortex is generated. The curved part of the wall is 
almost entirely contained within the separated vor- 
tex during this process. 

Figure 9 depicts the time histories of stagnation 
pressure. It shows that the flow field has a charac- 
teristic time scale; in fact, our model, figure 5, cap- 
tures such features. Referring to figure 8, it is found 
that one period of vortex shedding roughly corre- 
sponds to an interval between troughs in the stagna- 
tion pressure profile: When the center of the vortex 
passes through the exit cross section, the stagnation 
pressure drops. Such a trend is consistent with our 
analysis. 
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Figure 8: Vorticity evolution in a two-dimensional 
diffuser (unforced case. Case A). Vorticity contours 
computed from DNS are shown over time: tui/hi = 
57.6,60.0,62.4,64.8,67.2,69.6,72.0, and 74.4 from 
the top. Contour lines: Wmin = —33.3, Umax = 33.3, 
and the interval of Aw = 0.833. 



To validate the inviscid model for the vortex shed- 
ding time period, a total of seven cases (Cases A ~ 
G) was simulated (refer to table 1) at various Mach 
numbers and area ratios. The time history of stag- 
nation pressure at the exit was Fourier transformed 
in each case, and the local peak corresponding to the 
shedding time scale was chosen in the frequency do- 
main. Figures 10 and 11 plot the ratios of the shed- 
ding time period from DNS to the predicted time 
scale given by (5) at different Mach numbers and 
area ratios, respectively. These figures show that the 
averaged shedding time periods are within a factor 
of two of those predicted by the model. The under- 
estimates of the time scale by the model are hkely 
caused by inaccurate estimates of the vortex density 
and size as well as the induced velocity aui to pinch 
off vortices. As discussed later, the absorption of cir- 
culation from the wall. A, is relatively small (~ 10%) 
in the unforced cases. 

STAGNATION PRESSURE LOSS 
FOR UNFORCED CASES 

Next, the averaged stagnation pressure loss ob- 
tained from DNS is compared with the incompress- 
ible, inviscid (A = 0) and fully-separated (pZ = Pi) 
model described before. The Mach number and area 
ratio dependence is shown in figures 12 and 13, re- 
spectively. Although the model captures the trend, 
the deviation is somewhat inconsistent. In DNS we 
attempted to optimize the computational cost by 
choosing the minimum Reynolds numbers to gen- 
erate vortex shedding flow patterns. Therefore, the 
difference of the Reynolds numbers may affect flow 
patterns, such as the structure and the convective 
velocity of vortices. Note that the stagnation pres- 
sure loss associated with viscous dissipation is the 
order of 10~^ or less in all cases. 

The depths of the stagnation pressure troughs in 
Case A are 4 ~ 10% (figure 9) and somewhat smaller 
than that of the Oseen vortex model (~ 11%) in 
figure 5. On the other hand, the convective velocity 
of the vortices in DNS is nearly half W2 (detailed 
values of the model coefficients will be given in table 
3 and discussed later), while that estimated based 
on the model is 0.67w2 (using (17) with h2/hi = 
2 and fta/Zii = 5/4). Hence, the troughs in DNS 
are wider than those predicted by the model. As a 
result, the unsteady part of the stagnation pressure 
loss is under-estimated by the model. 

As mentioned in (22), the static pressure recov- 
ery provides a positive factor (i.e. p^ > pi) in the 
stagnation pressure recovery, which is ignored in the 
fully separated model. If we include this term, the 
model would under-estimate the stagnation pressure 
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Figure 9: Time histories of stagnation pressure 
in Case A. Stagnation pressure was averaged over 
the cross section: - - -, irJet stagnation pres- 
sure {x/hi = —2.);  , exit stagnation pressure 
{x/hi = 3.). pto = (1 + ^M2)T/(7-l)p^. 
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Figure 10: Mach number dependence of the vor- 
tex shedding period. Vortex shedding time periods 
from DNS are normalized by the shedding time scale 
given by (5). The results of Cases B, C, A, and D 
are plotted from left to right. • denotes the peak 
time period, and the arrows denote the minimum 
and maximum time periods measured from intervals 
between troughs. 

2.5 

Q1 

1.2   1.4  1.6 1.8     2     2.2    2^    2.6 
hi/hi 

2.8    3 

Figure 11: Area ratio dependence of the vortex shed- 
ding period. The results of Cases E, F, A, and G 
are plotted from left to right. Notation is the same 
as figure 10. 



loss in most cases. In fact, this factor is partially 
canceled by the under-estimate of the unsteady part 
mentioned above. 

Referring to figures 10 and 11, the stagnation pres- 
sure loss tends to exceed the prediction in figures 12 
and 13 as the fluctuation of the shedding time period 
becomes wider (refer to the distances between the ar- 
rows in figures 10 and 11). When the accumulated 
circulation is clearly washed out due to the pinching- 
off process, the unsteady pattern approaches station- 
ary and stagnation pressure is better restored. 

To assess the viscous effect on the wall, we calcu- 
lated the vorticity flux on the upper wall {x/hi € 
[—2,3]) for Case A and exhibit in figure 14. Refer- 
ring to figure 8, it is clear that vorticity is mainly 
absorbed near the leading edge of the vortex. When 
the vortex convects downstream, the pressure on the 
wall (p2)waii decreases; hence, vorticity is produced 
at the wall as derived from (22). The net rate of 
absorption in the time interval denoted in figure 9 
is about 11%; thus, the viscous effect is relatively 
small in the unforced case. 

PERIODIC MASS INJECTION 
The series of figure 15 shows the evolution of the 

vorticity contour for a forced case (Case L, which 
corresponds to the optimum forcing frequency as 
shown later). Compared with the unforced case (fig- 
ure 8), the size of the vortices is smaller and their 
convective velocity is higher in this case. Near the 
separation point, the next vortex is continuously 
generated and pinched off before it is fully devel- 
oped. Thus, the periodic mass injection tends to 
reduce a and K in (19) and suppresses the unsteady 
part of stagnation pressure loss. 

Figures 16 and 17 compare the averaged static 
pressure field for the unforced (Case A) and forced 
(Case L) cases, respectively. They demonstrate that 
the reattachment point shifts upstream in the forced 
case although the apparent separation point does not 
move in figure 15. This helps static pressure recovery 
on the wall and lessens the steady part of stagnation 
pressure loss. 

Figure 18 depicts the time histories of stagnation 
pressure at the inlet and exit for Case L. Compared 
to the unforced case (figure 9), these profiles clearly 
become periodic at the forcing frequency (i.e. fre- 
quency locking). Moreover, the forced case shows 
sharper stagnation pressure drops and a higher off- 
set; namely, the convective velocity is increased and 
static pressure on the wall is restored. 

Figiure 19 compares the stagnation pressure recov- 
ery between the unforced and forced cases over a 
range of frequencies.   Periodic mass injection pro- 

0.14 

03     OA     OS 
Ml 

Figure 12: Mach number dependence of the stagna- 
tion pressure loss. Time averaged stagnation pres- 
sure loss calculated from DNS is compared with the 
fully separated model in the incompressible limit: 
 , total stagnation pressure loss given by (19) 
{a = \, P = I, \ = Q, pZi = Pi, and K = 0.33 are 
assumed); , steady part given by (13); •, DNS 
results (Cases B, C, A, and D from left to right). 
The actual averaged inflow Mach numbers are plot- 
ted for DNS. 
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Figure 13: Area ratio dependence of the stagnation 
pressure loss. Notation is the same as figure 12. DNS 
results, Cases E, F, A, and G, are plotted from left 
to right. The actual area ratio between the inlet 
and the exit stations indicated in table 1 is used. 

^(^it^a -(- ^2) is assumed to evaluate K. 

Figure 14: Instantaneous vorticity flux from the wall 
in Case A. Vorticity flux firom the upper wall is cal- 
culated based on (21) at tui/hi = 67.2 in Case A 
(see figure 8). Production is taken to be positive, 
and absorption to be negative. 
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Figure 15: Vorticity evolution in a two-dimensional 
diffuser 
at the optimum forcing frequency {ujhi/ui = 1.25, 
Case L). Notation is the same as figure 8: tu-y/hi = 
57.6,60.0,62.4,64.8,67.2,69.6,72.0, and 74.4 firom 
the top. 

vides better stagnation pressure recovery to an ap- 
preciable degree (2 ~ 4%) in all cases. (Note that 
the direct increase of stagnation pressure due to 
mass injection is approximately pu'^hs/{2ptohi) ~ 
2 X 10~^). In particular, frequency locking, which is 
observed at nearly the natural shedding frequency or 
somewhat higher, results in the most substantial im- 
provement in stagnation pressure recovery. At even 
higher frequencies, vortex pairing is observed, and 
the stagnation pressure recovery is deteriorated. An 
example of vdirtex pairing is displayed in figure 20. 

The optimum frequency is slightly less than twice 
the natural shedding firequency. In fact, the order 
of this frequency agrees with the non-dimensional 
frequency of F+ = fL/uoo ~ 1 (X is a characteris- 
tic length and «oo the free-stream velocity, which we 
take here as {h2 — hi) and «i, respectively). This fre- 
quency scale is used in various applications (Seifert, 
Darabi, & Wygnanski 1996). Interestingly, even if 
the frequency locking occurs, the higher firequency 
does not necessarily lead to better performance. 

These results also agree with the finding that pe- 
riodic forcing is most effective when the vortex is re- 
duced in size by a factor of one-third to unity as com- 
pared with the natural vortex size (Seifert, Darabi, 
k. Wygnanski 1996; Seifert & Pack 1999). However, 
counter to the interpretation given in previous stud- 
ies, the forcing mechanism is not directly related to 
instabihties of the shear layer near the separation 
point. As shown in figure 19, the most unstable fre- 
quency of the shear layer estimated from the linear 
stability analysis (the mean velocity profile is taken 
from x/hi = —0.5 in Case A) is found to be sev- 
eral times higher than the optimum frequency. In 
experiments, the most unstable firequency should be 
even higher as the boundary layer becomes thinner. 
Our theoretical discussion also imphes that the local 
shear layer instabihty does not explicitly govern the 
forcing mechanism. 

Table 3 shows various parameters associated with 
the model computed from DNS. The correlation be- 
tween pa/vti and A demonstrates that the absorp-' 
tion of circulation helps improve stagnation pressure 
recovery. Even if no frequency locking occurs (Case 
I), the rate of absorption in the forced case is sub- 
stantially higher than that in the unforced case; sim- 
ilarly, the stagnation pressure recovery is also higher 
in the forced cases. Recall that the mass injection 
in this study has always a non-negative momentum 
flux. In the optimum case (Case L), the rate of ab- 
sorption is as much as 60%. As seen in figures 14, a 
small vortex generated near the separation point lo- 
cally creates an adverse pressure gradient (see (21)) 
and helps absorb vorticity firom the wall. 
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Figure 16: Time averaged pressure contour for the 
unforced case (Case A). Contour level: Pmin/Pi = 
1.00, Pmax/Pi = 116 with the interval of Ap/pi = 
0.01. 

2h 

Figure 17: Time averaged pressure contour for the 
forced case (Case L). Notation is the same as figure 
16. 
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Figure 18: Time histories of stagnation pressure 
at the optimum forcing frequency (w/ii/wi = 1.25, 
Case L). Notation is the same as figure 9. 
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Figure 19: Comparison of the stagnation pressure 
recovery at different forcing frequencies. The ra- 
tios of the averaged stagnation pressures at the exit 
(x//ii = 3.) to the inlet (x//ii = -2.) are plotted 
(Cases I ~ O from left to right). The horizontal line 
denotes the unforced case (Case A). • indicates that 
frequency locking occurs, and ® indicates that vor- 
tex pairing occurs although the vortices are pinched 
off at the forcing frequency. 

Figure 20: A snapshot of vortex pairing. Vorticity 
contours are drawn (Case O). Notation is the same 
as figure 8. 

Case uihi/ui Pt2/Ptl Pw/Pl A 
A unforced 0.933 1.049 0.113 
I 0.5 0.955 1.055 0.402 
J 0.75 0.970 1.065 0.588 
K 1.00 0.973 1.070 0.603 
L 1.25 0.973 1.074 0.604 
M 1.50 0.968 1.075 0.536 
N 2.00 0.960 1.071 0.439 
O 2.50 0.955 1.065 0.388 

Case a P 1—aK ha/hi 
A 1.154 0.837 0.531 1.325 
I 0.920 0.886 0.578 1.180 
J 0.690 1.045 0.678 1.097 
K 0.547 0.986 0.771 1.163 
L 0.452 0.936 0.782 1.237 
M 0.378 1.025 0.746 1.271 
N 0.519 0.920 0.663 1.301 
O 0.664 1.000 0.557 1.252 

Table 3: Frequency dependence of eaxrh parameter 
measured from DNS. p^ and A were directly com- 
puted on the upper wall (using (21) for A), a, /3, 
and (1 — an) were calculated from three samples 
of vortices passing through the exit cross section 
(xi/hi = 3.) for each case. A single vortex was 
defined as a simply supported region of the local 
vorticity up to 2% of the peak vorticity. 

Attention should be paid to the rate of absorp- 
tion, A, and the convective velocity, (1 - an), which 
are lower in Case M than Case L. When a vortex 
is pinched off due to forcing, its center stays closer 
to the wall for a smaller vortex. In fact, ha/hi mea- 
sured in DNS demonstrates this trend. Hence, the 
convective velocity is reduced from (17), and the 
pressure deficit on the wall is enhanced, i.e. the 
rate of absorption is decreased from (22). This effect 
seems to provide an upper limit on the diminution 
of stagnation pressure loss with decreasing a. In the 
unforced case, vortices tend to be pinched off further 
downstream, and, in turn, the vortex center is again 
close to the wall regardless of the size of the vortex. 

Finally, figure 21 depicts the estimated stagnation 
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Figure 21: Estimated stagnation pressure loss from 
each component. Each component of the stagnation 
pressure loss is displayed in a bar chart. Parameters 
in table 3 are substituted into (19). The actual total 
stagnation pressure directly computed from DNS is 
denoted by x. The unforced case (Case A) is also 
plotted on the left. 

pressure loss from each component in the model. It 
indicates that the unsteady part of the stagnation 
pressure loss is substantially reduced near the op- 
timum frequency. As the forcing frequency is fur- 
ther increased (at whi/ui = 2.0 in Case N), a is 
nearly doubled due to vortex pairing. Likewise, at 
uhi/ui = 2.5 in Case O, a is tripled or more due 
to multiple vortex pairings. Static pressure pZ/pi is 
restored for.smaller circulation of vortices, but this 
contribution is weaker than the unsteady part. 

The under-estimates of the net stagnation pres- 
sure loss are presumably caused by the compressible 
effects as well as the inaccuracy of measurement for 
a and (l-an), particularly when vortex parings oc- 
cur (Cases N and O) or the flow pattern becomes 
fully unsteady (Cases A and I). In addition, counter- 
rotating vortices (small ones can be observed in fig- 
ures 8 and 15), which are ignored in this chart, can 
deteriorate the stagnation pressure recovery as well. 

CONCLUSIONS 

A reduced order model which captures the vor- 
tex shedding phenomenon and estimates stagna- 
tion pressure loss in a diffuser is developed in two- 
dimensions. DNS is performed at various Mach 
numbers and area ratios to validate the model. The 
characteristic frequency of vortex shedding is suc- 
cessfully scaled by accounting for the net vorticity 
accumulation. Stagnation pressure loss is also es- 
timated fairly well based on an incompressible flow 
although the unsteady part of the loss tends to be 
under-estimated compared with the DNS results. 

To suppress the stagnation pressure loss, we intro- 
duce periodic mass injection to simulate a synthetic 
jet. Frequency locking occurs at nearly the natu- 
ral vortex shedding frequency or somewhat higher 
where the most substantial improvement is achieved 
in stagnation pressure recovery (3 ~ 4%). Peri- 
odic injection continuously generates vortices down- 
stream of the separation point. These vortices lo- 
cally create an adverse pressure gradient and en- 
hance the absorption of circulation from the wall. 

The analyses based on the incompressible model 
together with the DNS results imply that the key 
to improve the stagnation pressure recovery is the 
following: (1) absorb more circulation from the wall 
(increase A); (2) reduce circulation of one vortex (de- 
crease a); (3) increase the convective velocity of vor- 
tices (decrease K); (4) increase the static pressure re- 
covery on the wall (increase p^). These parameters 
are not independent; in fact, three parameters. A, a, 
and pZ, tend to simultaneously shift to the prefer- 
able direction by increasing the forcing frequency un- 
til frequency locking breaks. Although the current 
model can give a crude estimate of a (and maybe 
K), it cannot predict A and p^. To actually estimate 
these parameters for forced cases, we need to ana- 
lyze vortex dynamics in each specific flow geometry. 
Nonetheless, the DNS results show that the opti- 
mum frequency occurs at somewhat higher than the 
natural vortex shedding frequency, which is qualita- 
tively consistent with the experimental facts. 

It should be emphasized that this study focuses on 
the cases in which the separation point barely moves 
due to the forcing. For some applications the adverse 
pressure gradient is relatively gentle so that the mass 
injection can delay the separation point and provide 
better static pressure recovery. In fact, classical ac- 
tive flow control techniques, such as steady tangen- 
tial blowing or boundary layer suction, try to attach 
the boundary layer. In those studies, the slope an- 
gle of the diffuser 0 is considered to be an important 
parameter. However, the model developed in this 
study implies that the area ratio governs the large- 
scale flow unsteadiness for rapidly expanding dif- 
fusers. Furthermore, this study demonstrates that 
by pinching off vortices more frequently, we can sup- 
press a substantial part of the unsteady stagnation 
pressure loss. As a result, the stagnation pressure re- 
covery is much improved even though the boundary 
layer remains separated. 

Although we have only simulated laminar diffuser 
flows, the boundary layer becomes turbulent under 
practical conditions. However, the model developed 
in this study is independent of the Reynolds number 
and boundary layer thickness, except that the rate 
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of absorption can change. This explains the experi- 
mental results that the peak frequency varies weakly 
with Rejrnolds numbers (Seifert & Pack 1999). We 
recognize that the model and DNS developed here 
lack several features of real difFuser flows. The 
most obvious limitation is the two-dimensionality 
although the results, particularly the forcing strate- 
gies, should still be commonly applicable to three- 
dimensional diflFusers with spanwise coherent vortex 
shedding (c.f. Kaltenbach, et al. 1999). 
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Abstract 
Experimental control of unsteadiness due to 

inlet flow separation is described. The control 
scheme is presented as part of an overall archi- 
tecture for integrated inlet'compressor control 
that attempts to mitigate both the source of 
separation in serpentine inlets and the effects on 
compressor operability. Experimental results on 
unsteadiness reduction at the aero-dynamic 
interface plane are used as inputs to a 
compressor model to determine the effect on 
compressor stability, showing the benefits of 
such control vis-a-vis steady-state flow 
reattachment. 

1.0 Introduction 
In an airplane propulsion system, the inlet 

and compressor work together to convert the 
free-stream flow into high pressure, low speed 
air for combustion. During high-speed flight, the 
inlet is responsible for decelerating the inlet flow 
to match Uie compressor's requirements, and for 
efficient conversion of the free-stream flow 
energy (dynamic pressure) into static pressure. 
New demands are being placed on aircraft inlet 
designs, which require that they be S-shaped and 
have much shorter length-to-diameter ratios than 
ever before (see Figure 1). 

These demands are typically in conflict with 
engine performance, creating a difficult design 
challenge. If the inlet difltises the flow too 
aggressively or the ductwork turns too sharply, 
separation will result. The requirement for clean 
deceleration is quantified by the area-averaged 
total pressure recovery at or near the compressor 
face. Further requirements derive from the 
compressor's sensitivity to non-uniformity of the 
inlet flow; large non-uniformity reduces the 
stability of the compressor and compromises safe 
operation of the engine. A competing 
requirement is the desire to keep the inlet duct as 
short as possible, both to reduce wetted area and 
overall vehicle weight 

Figure 1 -Typical serpentine inlet. 

The design trade between inlet duct length 
and overall propulsion system efficiency is 
especially important in UAV configurations 
whose overall length is set by the propulsion 
system length. Studies at Northrop Grumman 
indicate that reducing the inlet, length while 
retaining it's total pressure recovery properties 
can allow gross take-off weight to be reduced by 
up to 13%, significantly reducing life-cycle 
costs. 

In this paper, we perform initial 
investigations into a concept for integrated flow 
control of the inlet-compressor combination. 
The overall goal of control is to provide airfiame 
designers with a way to shorten inlets while 
retaining or improving the performance and 
robustness of the inlet-compressor combination. 
Performance of die inlet-compressor 
combination is determined by the overall 
compression efficiency, which is a combination 
of the total pressure recovery and the compressor 
pressure ratio and/or efficiency. Robustness is 
determined by the compressor 'stall margin' that 
must be maintained to insure that the compressor 
will not stall when inlet disturbances (gusts, hot 
gas ingestion, sideslip transients) are introduced 
in flight.    Stall margin is defined in various 



ways, all of which characterize the distance on 
the mass-flow/pressure-rise map of the 
compressor between the operating line of the 
compressor and the stall/surge Kne, i.e. the line 
beyond which the compressor becomes unstable. 

Robustness is one of the driving 
requirements for compression system design, and 
as such can significantly impact achievable 
performance. Current design practice roughly 
doubles the stall/surge margin to insure that 
distorted inlet flow does not destabilize the 
compressor'. In addition, conditions at the 
aerodynamic interface plane (AIP, a cross- 
sectional plane of the inlet duct roughly one 
radius upstream of the compressor) must meet 
required levels of both steady-state and unsteady 
distortion. Exceeding these levels compromises 
both delivered pressure rise and efficiency 
(performance) and compressor stabilit/. 

This description suggests various avenues 
for application of flow control. One such avenue 
is to use flow control to maintain attached flow 
in the inlet beyond the natural stall point, 
allowing more aggressive curvature and/or 
diffusion. Such Inlet flow control is being 
investigated by a variety of researchers^''. 
Alternatively, flie compressor can be made to 
withstand die higher levels of distortion that 
resuh from separation'"' (although this approach 
would not recover the total pressure loss 
associated with separation). In addition, flow 
control to either minimize the level of 
unsteadiness, or increase the compressor's 
tolerance for unsteadiness, would allow the 
compressor to operate at a lower stall margin, 
which translates into higher compressor pressure 
ratio and possibly higher efficiency. 

In this paper, an integrated control approach 
is described, and initial feasibility studies for this 
approach presented. Figure 2 shows the control 
system architecture. Flow is injected in an 
optimized, unsteady manner at strategically 
located points along the diffuser to delay 
separation. If implemented properly, this part of 
the system will convert die compressor-face 
pressure profile from a circumferential distortion 
profile to a so-called 'smile' distortion (that is, a 
combination of circumferential and radial 
distortion), achieving an inlet pressure recovery 
level similar to that of less aggressive inlets. 
Past research indicates that although the steady- 
state pressure recovery will be good, significant 
levels of unsteadiness may still remain in the 
flow. Furthermore, smile distortions can be as 
detrimental to compressor stability as 
circumferential distortions.  Therefore, a second 

flow control component must be integrated into 
the system. This component consists of 
compressor face actuation to mitigate 
unsteadiness and augment the stability of the 
compressor. Recent research indicates that 
properly implemented compressor-face actuation 
can allow a compressor to operate at lower-than- 
normal stall margin levels with larger 
perturbations'*. Thus the combined benefit of 
this integrated control component is expected to 
be significant. 

Figure 2 - Integrated Inlet-Compressor Control 
System Architecture 

A full-scale experimental program is 
imderway to demonstrate the control system 
architecture described above. The first phase of 
the program, described in this paper, is aimed at 
verifying (to the extent possible in our current 
experiment) the compressor-face actuation 
portion of the architecture. We will demonstrate 
that unsteadiness bom at the separation point of 
an aggressive, high-subsonic diffuser can be 
reduced through actuation at the compressor face 
location. Furthermore, we will show that the 
level of reduction achieved is significant from 
the perspective of its impact on compressor 
stability. 

2.0 Research Scope and Experimental Setup 
The scope of this paper is limited by the 

current experimental setup. Figiu* 3 shows the 
scaled inlet being tested. This inlet is part of a 
Northrop Grumman l/6*-scale UAV model. In 
Figure 3, the inlet lip has been removed and 
replaced with a belhnouth, to allow testing at 



conditions that mimic up-and-away flight. The 
highly three-dimensional inlet has severe enough 
internal curvatures that, at high mass flows, the 
flow separates from the upper surface. 

Also shown in Figure 3 are the actuators that 
will be used for fliis study. Due to space 
limitations in this small-scale apparatus, and 
because there is no compressor in the setup, 
compressor-face actuation is emulated by simple 
mass injection. Four, 400 Hz valves driven by 
Moog actuators are moimted circumferentially 
around the downstream cylindrical duct. The 
total mass flow capability of these valves is 0.35 
lb/sec, or 11% of fee 3.2 lb/sec mass flow at 
which experiments for this paper were 
conducted. Actuators are modulated in parallel 
(all actuators move simultaneously), so only one- 
dimensional actuation effects will be studied 
here. Mass injected at the approximate location 
of the compressor fece has a mass-displacement 
effect similar to that in transonic compressors 
with downstream choking; in such compressors 
any mass added at the compressor face must be 
accommodated by a mass flow reduction 
upstream. Therefore    a    one-dimensional 
volumetric source accurately represents 
compressor-face actuation in one dimension. 

Unsteady measurements of various kinds 
were taken to establish the character of the flow 
unsteadiness. These included hot film 
measurements near the separation point, 
unsteady total pressure measurements near the 
AIP, and wall static pressure. A 40-probe rake 
was also installed at the compressor face to more 
fully characterize unsteadiness, but the can in 
which the rake was mounted was too long to 
allow control studies while these measurements 
were being taken. Data acquisition and control 
was performed by a PC-based DSP system, 
capable of 100 kHz throughput, fa most cases a 
data rate of 20kHz was used, with lOkHz anti- 
alias filtering. 

One limitation of the small scale testing 
results fiom the large size of the actuators 

relative to the size of the inlet. The acoustic 
delay between actuation and the AIP is larger 
than the convection delay between the separation 
point (where the unsteadiness is created) and the 
AIP. Thus, in a fiill scale implementation, hot- 
film sensors at the separation point could be used 
to provide feedforward information to the 
actuation. However, at the smaller scale tested 
here, this 'advance information' about the 
unsteadiness is unavailable. Controllability can 
be demonstrated at this scale using narrowband 
feedback of unsteadiness, but the bandwidth over 
which reductions are obtained will be limited by 
the time delay. This bandwidth limit will not be 
present in a fiill scale implementation. 

3.0 Control Demonstration Development 
This section describes the control law 

development cycle we used to partially 
demonstrate our active control concept. First, we 
define a representative output for the system to 
be controlled; this will be the feedback quantity 
to be minimized. Next, we establish the 
dynamical link between the actuator inputs and 
the sensed output/performance parameter, by 
performing simple system identification 
experiments. Finally, a feedback loop will be 
designed and the behavior of the system under 
active control will be demonstrated. 

3.1 Derivation of representative output to 
control 

Since our primary goal is to reduce that 
part of inlet flow imsteadiness fliat impacts 
compressor stability, and since only a single 
actuator (ID downstream injection modulation) 
will be studied, we first desire to establish a 
single parameter input to the control law. This 
input can be based on multiple measurements, 
combined to create a 'bulk parameter' 
characterizing the signal that the controller 
should try to minimize. 



After considering various options, it was 
decided that the outputs that would be 
considered for control would be derived from the 
ARP 1420 guidelines' for characterizing inlet 
distortion at the AIP. These guidelines describe 
methods to quantify the magnitude, extent, and 
location of a single-lobed total pressure 
distortion (the type of distortion that dominates a 
serpentine inlet). Figure 4 shows the quantities 
derived from a set of annulus-averaged total 
pressure probes located at 45 degree intervals 
around the  compressor aimulus.     The total 

sinusoidal excitation testing of the apparatus. 
These transfer fimctions, which have been fit 
with low-order polynomial transfer functions, 
establish three main facts. First, they show that 
the system is indeed a controllable input-output 
system, and that the bulk parameters are suitable 
parameters to attempt to control. Second, they 
show that the dynamics are dominated primarily 
by delays, resulting in a linear phase drop-off as 
a function of frequency. The experimentally 
determined values of delay are consistent with 
the sum of the computational time delay, the 

Average 
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Figure 4 -ARP 1420 parameters characterizing single-iobed iniet distortion 

pressure averaged around the circumference 
serves as the baseline from which the extent, 
magnitude, and position of the distortion are 
measured. Our innovation is to use the unsteady 
values of these measurements as feedback 
quantities for our active control scheme. For this 
study, we will determine, through compressor 
stability modeling, the impact of unsteadiness of 
tiiese parameters on compressor stability. We 
will use this modeling as a measure of success of 
our active control implementation, whose goal 
will be to minimize one or more of the 
parameters (magnitude, extent, and location). 

3.2 Input-Output Properties 
Having established our system input (one- 
dimensional mass flow injection) and various 
outputs, we proceed to characterize the transfer 
fimction from the input to outputs. Figure 5 
shows   the   transfer   functions   obtained   by 

servo time delay, and the acoustic time delay 
Distortion Magnitude / 1D Actuation 

FnqieBd - til 
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Figure S -Transfer Functions from Actuator 
Command VoHage to Magnitude (Left) and Extent 

(Right) Bulk Parameters 

from the actuators to the sensors. This time 
delay limits the achievable bandwidth of control 
in this experiment. Finally, although not shown 
here, these experiments established that 
distortion position is not controllable from ID 
actuation; therefore it will be dropped as a 
system output in the remainder of the discussion. 

Based on these transfer ftmctions, control 
laws can be designed that reduce the 
imsteadiness of the bulk parameters. Because 
this analysis and control technique relies on a 
perturbation approach, steady-state reduction of 
the unsteadiness was not considered feasible. 
The fact that the actuators primarily launch ID 
acoustic waves to have their effect supports this 
conclusion. Therefore, as we discussed in the 
introduction, in future work we will rely on 
actuation local to the separation itself to reduce 
the steady-state distortion. 

It is also important to note that compressor- 
face actuation, when it is implemented in the 
ultimate, full-scale system, will have both 
similarities and differences with the experiment 
being performed here. The primary difference is 
that the actuation will affect the compressor's 
local pressure rise characteristics, so that in 
addition to launching acoustic waves, it will have 
the potential to raise or lower the compressor's 
pressure rise in response to fluctuations in 
incoming total pressure. This will be a more 
direct way to reduce the impact of incoming 
disturbances on compressor stability. The 
primary similarity between this experiment and 
the full-scale experiment is that the spatial 
character of the inputs to the controller will be 
similar (although perhaps derived from different 
sensors)  and  that the  ability to  absorb  or 

counteract imsteadiness in this experiment gives 
us confidence that the ultimate system will have 
reasonable controllability properties. 

3.3 Control law development 
The simplest experiment that demonstrates 

the effectiveness of feedback control to reduce 
unsteadiness uses a narrow-band, phase-tuned 
filter to concentrate control effort in a desired 
frequency range. This narrow-band approach 
attempts to reduce the unsteadiness of the closed- 
loop system output over a specified frequency 
range. This allows us to demonstrate fliat 
actuation is effective in various frequency bands, 
without requiring detailed control law design and 
experimental tuning. As noted earlier, the full- 
scale control architecture will include 
feedforward information from the separation 
region that will overcome the b^dwidth 
constraint imposed by the time delay. 

The compensator used for narrow-band 
control is a second order transfer fiinction with a 
lightly damped pole at the frequency of interest. 
The transfer fiinction can be written as follows: 

H(s)-- 
s  + 2^0os + o>o 

(1) 

The complex pole pair represented by the 

above,   si2=-^0}o±j6)(,-^\-^   , determines 
the frequency center value and bandwddth over 
which the actuators will attempt to exert control. 
The purpose of the pure time delay is to add 
phase lag to the filter transfer function; this is 
necessary to properly compensate for input- 
output phase lag in the transfer functions of 
Figure 5. The time delay and resonator gain k 
are experimentally optimized for various values 
of center frequency. These values have been 
checked against the theoretical values one would 
derive from the transfer functions in Figure 5, 
and found to be consistent'. 

4.0 Experimental Results 
Control tests were performed at lOOHz and 

3(X)Hz, where the feedback parameter was either 
distortion magnitude or distortion extent. Gain 
and time delay of the filter H(s) were 
experimentally optimized, and spectra were 
taken with control on and control off Figure 6 
shows the results of these experiments. The 
classic trade-off between attenuation at the 
center frequency of a notch filter, and excitation 
of frequencies above and below the notch, can be 



interpret them in the context of compressor stability, we 
.■ ^,a_„i    perform compressor simulations using the experimental 

Figure 6a - Narrow-band control results for band- 
pass frequency of 100 Hz. Top - feedback 

of distortion magnitude, bottom - 
feedbacit of distortion extent 

seen in all of these pictures; in some cases the result is so 
severe as to render the feedback control unacceptable. In 
all cases the controller was able to reduce distortion 
unsteadiness at the center frequency by 50% or more. 

5.0 Interpretation of Experimental Results 
via Nonlinear Rotating Stall Simulation 

The ability to reduce the distortion imsteadiness in a 
narrow band, while perhaps exacerbating it at nearby 
frequencies, is only useful if it results in an increase in 
compressor stall margin. It is in fact quite likely that this 
will be the case, as the compressor is most sensitive to 
perturbations at or near the rotating stall firequency. So, 
by reducing the unsteadiness in the rotating stall 
frequency range, we hope to improve compressor 
stability.     To  analyze  flie  experimental  results  and 

Figure 6b - Narrow-band control results for band- 
pass frequency of 300 Hz. Top-feedback 

of distortion magnitude, tiottom - 
feedback of distortion extent 

behavior of the unsteadiness as inputs to the 
simulation. The compressor operating range 
with unsteadiness will be determined, and by this 
means the control effectiveness judged. 

The simulation we employ is an 
implementation of the Moore-Greitzer 
compression system model"'"'^ which captures 
both rotating stall and surge behavior of 
compression systems. A significant body of 
previous work exists on flie effect of steady state 
inlet distortion on compressor stability''^"'", but 
much less research has been done on the impact 
of unsteady inlet distortion. However, the 
nonlinear simulation is entirely capable of 
capturing the response of the compressor to non- 



uniform, unsteady inlet total pressure profiles. 
The primary limitations of this model in the 
context of distortion modeling are as follows: 

1) The model is incompressible, so that 
Mach number effects are not modeled. 
Because the primary physics associated 
with rotating stall are incompressible, this 
is not considered a major limitation. 

2) The model is 2-dimensional, with the 
axial and circumferential directions being 
the dimensions modeled. Thus radial 
distortion is not properly modeled. This is 
a more severe deficiency that we address 
here by taking the worst-case radial 
location fi'om our measurements. Thus our 
estimates will be somewhat conservative, 
and do not distinguish between various 
forms of radial distortion that might be 
created by actuation. 

3) The current implementation does not 
directly account for implementation of 
active control at the compressor face. This 
limitation is addressed through an 
approximate method outlined below, and 
will be removed in future studies. 

To utilize our compressor simulation to 
determine the effect of active control, we first 
consider the relative impact of the measured 
steady-state and unsteady distortion from the 
experiments described above. This is 
accomplished by taking the worst-case radial 
location from the 40-probe distortion 
measurements, and determining the mean 
distortion level at this radial location. This mean 
distortion level is then subtracted from the raw 
measurements to form the unsteady part of the 
distortion. Thus the total pressure profile is 
decomposed into a time-mean, non-uniform 
component, and        a        time-imsteady, 
circumferentially uniform (in the mean) 
component: 

p,{e,t)=p,(e)-i-sp(e.t), (2) 
where the overbar indicates time average, and 
the time average of SP is zero. Next, for each 
component and for their sum, the compressor 
simulation is run with experimental total 
pressure as an input. Another input to the 
compressor simulation is throttle position, which 
determines the compressor operating point. The 
throttle is commanded to slowly close during the 
simulation, which causes the compressor 
operating point to move from the nominal 
position toward the stall line. The mass flow and 
pressure rise at which flie compressor stalls is 

then recorded. This numerical experiment 
exactly mimics real world compressor 
operability experiments. This test is run using 
several data sets, and the results are analyzed 
statistically. 

One additional variable must be varied 
during these simulations to fully investigate the 
active control problem. In some experiments, 
the data acquired exhibits a frequency peak in 
the 500-600 Hz range. This fi-equency peak 
jqjpears to be associated with vortex shedding at 
the separation point. In the full implementation 
of the control law, this frequency will most 
likely be locked to the pulsation frequency of the 
actuators at the separation point. In either case, 
the frequency of the spectral peak with respect to 
the rotating stall natural frequency is an 
important parameter that governs compressor 
stability, as we will show presently. To model a 
range of excitation frequencies using the limited 
experimental data sets available at the time of 
this writing, we simply change flie time scale in 
the experimental data. This is equivalent to 
running the compressor at various rotor RPMs, 
since time is non-dimensionalized by the rotor 
frequency in our analysis. The fundamental 
mode of rotating stall is at about 30-40% of the 
rotor RPM, so this is the frequency range at 
which we expect the compressor to be especially 
sensitive to disturbances. 

Figure 7 shows the results for experimental 
data taken at 3.1 lb/sec. A generic 3-stage 
compressor is used in this model, to determine 
the trends and relative importance of the various 
governing parameters. Figure 7 shows that 
indeed there is an effect of unsteadiness on 
compressor stall point, and that the steady and 
unsteady effects are roughly additive. In this 
particular example, unsteadiness has a larger 
impact than steady-state distortion, but this may 
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Figure 7 - Effect of steady state distortion, 
unsteadiness without distortion, and unsteadiness 

with distortion on stall flow coefficient The 
frequency axis indicates the center frequency of 
the peak in the disturbance spectrum, which is 

-lOdB alwve ttie liroadband noise level. 

be an artifact of either the particular distortion 
pattern in the inlet we are considering, or an 
over-estimation of the unsteady component of 
the distortion. The higher sensitivity near the 
rotating stall frequency, on the other hand, is 
expected to be a generic trend: when the 
excitation frequency is near the rotating stall 
frequency, it will excite the least stable rotating 
stall mode, causing instability to occur at a 
higher mass flow than usual. The error bars are 
plus or minus one standard deviation, based on a 
sample of 16 runs. 

The data from Figure 7 can be converted 
into a stall margin, by assuming that the 
compressor operating point is at the maximum 
efficiency point of the compressor. The stall 
margin is computed as follows, based on 
standard stall margin computation methods: 

{operating flow coeff. - stall flow coefficient) 
+ (stall pressure rise - operating pressure rise) 

Using this convention. Figure 7 can be converted 
into Figure 8 (the error bars have been removed 
for clarity.) This figure shows that the loss in 
stall margin is approximately 35% based on oiu- 
calculation method. The fact that this is similar 
to the stall margin typically budgeted for 
distortion (see for instance ARP 1420') in real 
compressors gives us confidence that the 
analysis is exhibiting the right orders of 
magnitude, as well as the right trends with the 
parameters being studied. 
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Figure t - Loss bi stall margin due to steady and 
unsteady distortion, same data as Figure 7. 

Finally, we consider the effect of control on 
the compressor stall margin. The same 
numerical experiments aheady described were 
re-executed, with various types of control 
implemented through the mechanism of filtering 
the experimental data. Although this is a 
somewhat artificial method for accounting for 
the effects of control, it is the quickest way to 
look at a broad range of conditions. Actual 
implementation of control laws in the nonlinear 
simulation will be the next step in our research. 

Various levels of control are considered in 
Figure 9. Open loop results from Figure 8, for 
combined distortion and unsteadiness, are shown 
in the plot for reference. The experimentally 
achieved narrow-band attenuation is next 
applied, centering the attenuation notch in the 
region where rotating stall is most strongly 
excited, that is, a non-dimensional frequency 
range of 0.3 to 0.4. A typical aeroengine 
compressor operates in the 50 to 300 Hz 
frequency range, depending on the size of the 
engine, so the bandwidth represented by this 
frequency range is 5 to 30 Hz, consistent with 
the results obtained in Figures 5 and 6. Both the 
attenuation and the amplification of signals are 
modeled by the approach we used. 

The triangles in Figure 9 show flie results of 
this notch filter. An average of about 5 percent 
improvement in stall margin is obtained, enough 
to increase the compressor operating pressure 
ratio somewhat, but perhaps not enough to 
warrant the expense and complexity of an active 
control system. If the bandwidth of the 
attenuating filter could be increased to cover the 
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Figure 9 - Effect of various levels of control on 
stall margin 

range 0.2 to 0.5 of the rotor fiequency, the worst- 
case stall margin could be improved by about 
10%. This is shown by the circles in Figure 9. 

If we next assume that separation point 
actuation is used to reduce the distortion level to 
1/4" it's original level, then the performance is 
further improved, improving the stall margin by 
approximately 20%. This is shown by the 
triangles in Figure 9, and perhaps represents a 
feasible level of distortion tolerance to be 
obtained by integrated inlet/compression system 
control. 

6.0 Summary and Discussion 
This paper reviews a concept for combined 

inlet-compression system control that is 
currently     being     studied. Preliminary 
experimental results, combined with nonlinear 
rotating stall simulations, were used to assess the 
expected effectiveness of the control concept. 
Narrow-band attenuation of ARP-1420 
parameters that affect compressor stability was 
achieved experimentally, demonstrating that 
such control is possible. The environment in 
which these tests were performed was non-ideal, 
due to the small scale of the test facility, which 
increased the bandwidth and time delay 
requirements on the control system. Better 
performance is expected in full-scale 
experiments currently being planned, which will 
use feedforward information from the separation 
region to overcome time delay issues. The 
experiments were also approximate because the 
actuation available was one-dimensional, even 
though the distortion parameters, and the 
actuators tiiat will be available on the full-scale 
experiment, are non-unifonnly distributed 
circumferentially. Therefore, we believe fliat the 
experimental performance obtained is a 
conservative estimate of the improvement that 
can be obtained in practice. 

One conclusion that we have reached by 
looking at these results is that if the steady-state 
distortion is not ameliorated to some extent, 
either by separation point actuation or by steady- 
state control at the compressor face, imsteadiness 
reduction alone is probably not sufficient to 
make    the    approach    viable. Likewise, 
unsteadiness is a major player in compressor 
stability, and cannot be ignored when 
considering the effectiveness of any technique at 
improving the pressure recovery of an inlet. 
Finally, we feel that the dynamical modeling 

method that we used to here to assess the effect 
of inlet distortion on compressor stability is a 
more accurate method to assess installation 
effects than methods currently being used by 
industry. It is a physics-based approach that 
takes into account the compressor's dynamical 
response to distortion, rather than a correlation- 
based approach. We hope to fiuther validate this 
approach to inlet-engine matching through fiiU 
scale testing at NASA Glenn. 
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Design of an Actively Stabilized Near-Isentropic Supersonic Inlet 
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Abstract 

A 2D Mach 2.2 internal compression inlet with 
97% total pressure recovery has been designed 
using viscid-inviscid computational tools. 
Losses are minimized by careful boundary layer 
management combined with shape design for 
weak shocks. The resulting inlet has reduced 
stability to unstait in the face of atmospheric and 
engine-bom disturbances, necessitating the use 
of an active stabilization bleed system that 
recovers the disturbance-rejection capabilities 
required of modem inlets. Atmospheric 
disturbances that the inlet may encounter during 
supersonic flight are characterized. Two separate 
physical mechanisms for imstart are identified, 
and active control algorithms to prevent these 
forms of imstart are designed and demonstrated 
using ID and 2D unsteady Euler simulations. 
The resuhing actively stabilized inlet can 
withstand flight velocity, temperature, and angle 
of attack perturbations consistent with 
atmospheric flight. 

Introduction and Motivation 

An inlet acts as an interface between the fi^ee 
stream and an aircraft propulsion system. The 
flow is decelerated to a Mach number required at 
the compressor face, and energy is recovered in 
the form of increased pressure. Although it is 

CwitourB of Mach No. 

Figure 1: A 2D Euler calculation of a high 
recovery internal compression inlet showing 
shock wave structure. 
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theoretically possible to design an inlet to 
achieve virtually isentropic compression of the 
supersonic flow to sonic conditions, in practice 
this may be impossible to realize due to flow 
disturbances and geometric variations in the inlet. 
Because shock waves contribute to loss in 
pressure recovery, a more realistic design is one 
that can achieve near-isentropic internal 
compression with a number of weak oblique 
shock waves, and a weak terminal normal shock 
just behind the throat to decelerate the flow to 
subsonic conditions. Such a design is shovwi in 
Figure 1. 

The potential pay-off of such a high recovery 
inlet is significant. In the case of a typical 
100,000 lb supersonic aircraft, such as the Quiet 
Supersonic Platform, improving the inlet 
recovery to 97% in cruise could increase the 
range by approximately 500 nautical miles.' In 
addition, as most supersonic inlets require bleed 
on the order of 8% of the inlet flow to stabilize 
the terminal shock and control boundary layer 
separation, the reduced bleed requirement of the 
present design, primarily due to the weaker 
shock waves, may lead to additional gains at the 
system level. 

The price of achieving a high recovery is 
reduced stability to flow disturbances. These 
include atmospheric disturbances entering the 
inlet and engine bome disturbances traveling 
upstream fi-om the compressor face. These 
disturbances can cause a normal shock blow out 
event known as "inlet unstart."^ Inlet unstart 
results in a severe increase in drag due to flow 
spillage and formation of a strong shock wave at 
the inlet lip. In addition, the accompanying 
decrease in mass flow through the inlet may also 
result in engine surge.^ 

We can define the unstart tolerance of the inlet as 
the magnitude of the disturbance that can be 
tolerated without unstart. The tradeoff between 
inlet stability and pressure recovery is primarily 
a consequence of the strength of the terminal 
normal shock.^ Thus, an inlet with a stronger 
normal   shock,   achieved  by  positioning   the 
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normal shock sufficiently downstream of the 
throat, or alternatively by increasing the throat 
area ratio, will have a lower pressure recovery, 
but will be more resistant to unstart under 
operational perturbations. Similarly, weakening 
the terminal normal shock will enhance the 
pressure recovery, but simultaneously make the 
terminal shock more susceptible to moving under 
operational perturbations, thus lowering the 
unstart tolerance of the inlet. 

In this paper, the 2D design and performance of 
an enhanced recovery inlet are presented. This is 
followed by a detailed discussion on the 
development of the active stabilization system 
for the inlet which includes: 1) characterizing 
and quantifying the atmospheric disturbances, 2) 
quantifying the dynamic behavior of the inlet 
subject to atmospheric disturbances for the 
design and analysis of a control system, and 3) 
development of the control architecture and 
control law. Lastly, application of the active 
stabilization system illustrating its effectiveness 
in attenuating atmospheric disturbances is 
presented. 

Design of Enhanced Recovery Inlet 

A steady inviscid-viscous solver, based on the 
MISES solver approach, was used to design the 
2D profile and study the performance of the 
inlet.^ The inviscid flow is represented by the 
axisymmetric Euler equations that are discretized 
on a streamline grid in a conservative form. The 
inviscid equations are strongly coupled with a 
two-equation integral boundary formulation via 
the displacement thickness concept. The fiilly 
coupled system of non-linear equations is solved 
simultaneously by a global Newton-Raphson 
method. A boundary layer suction model 
developed by Merchant was implemented in the 
code.^ Comparison between the predictions of 
this suction model and experimental data has 
been carried out for a variety of subsonic and 
supersonic flows. The model assumes that the 
suction slot is flush with the inlet surface. 
Suction is applied by specifying a mass fraction, 
slot location, and slot width on the inlet 
geometry. 

Inlet Design Approach 
The primary consideration in the design of the 
inlet geometry is the pressure recovery. The 
losses that are considered in the present design 

are due to the oblique shock system in the 
supersonic portion of the inlet, the terminal 
normal shock, and the viscous boundary layers. 
The supersonic portion of the inlet can be made 
nearly isentropic at design conditions, which 
implies that the compression of the flow has to 
be gradual, and the length of the inlet cannot be 
overly constrained. On the other hand, since the 
inlet length has an impact on the viscous 
boundary layer loss, a long inlet may not lead to 
the best recovery. A shorter inlet will also be 
lighter and preferable from the airframe-inlet 
integration point-of-view. 

The critical Mach numbers in the inlet are at the 
throat, just upstream of the terminal normal 
shock, and at the exit (compressor face). The 
normal shock Mach number contributes to the 
loss through the inviscid normal shock loss and 
through shock-boundary layer interaction. The 
shock strength as well as inviscid shock loss 
increases rapidly for shock Mach numbers 
greater than about 1.3. The choice of shock 
Mach number constrains the throat Mach number 
such that 

^<M,Hroal<^ shock ' 0) 

Clearly, for stable operation the throat Mach 
number must be greater than unity for supersonic 
inflow, and since supersonic flow must 
accelerate in a diverging duct to obey the area 
velocity relationship for an isentropic flow, the 
shock Mach number must be greater than the 
throat Mach number. The difference between 
^throat and Mshock determines the range of inlet 
Mach number variation that can be accepted by 
the inlet in the absence of control for stable 
operation, and therefore affects the static stability 
of the inlet. From these considerations, a throat 
Mach number of 1.25 and shock Mach number 
of 1.27 were selected to meet the performance 
requirements while minimizing the bleed 
requirements. 

Based on the inlet Mach numbers for current fan 
and compressor designs, which typically range 
between 0.5 to 0.65, an exit Mach number of 0.6 
was chosen for the current design study. The 
inlet shape between the shock location and tiie 
exit plane was designed to achieve continuously 
decreasing pressure gradient in order to 
minimize the boundary layer growth at the exit 
plane. 
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Figure 2 shows the 2D profile of the inlet. The 
length to height ratio of the inlet is 5.5. The ramp 
angle on the lower surface is 7° and the wedge 
angle on the upper surface is 4°. The upper 
siuface is staggered with respect to the lower 
surface in order to cancel the compression waves 
emanating fi-om these surfaces. The upper wedge 
angle was included in the design and calculations, 
since the real inlet is expected to have some 
finite thickness, and a top-mounted configuration 
on the aircraft is expected. 

Figure 2: Enhanced recovery internal comp- 
ression inlet 2D geometry. 

Bleed Configuration 
The inlet bleed configuration consists of a 
supersonic control bleed and two normal shock 
boundary layer control bleeds. The steady value 
of the supersonic control bleed is 1% of the inlet 
mass flow, and it is modulated ±1% from its 
nominal value for active control. The bleed slot 
is positioned approximately one throat height 
upstream of the throat in order to meet the 
minimum time delay requirements of the active 
control system. This position also coincides with 
location where the oblique shock fi-om the upper 
surface wedge impinges on the lower surface. 
This enables some degree of cancellation of the 
oblique shock reflection when the bleed is 
modulated. In addition to the supersonic bleed, 
two subsonic bleeds are located on the upper and 
lower surfaces just downstream of the normal 
shock location. The steady values of the lower 
and upper bleeds are 1% and 2% of the inlet 
mass flow. These bleeds serve a two-fold 
purpose: 1) reducing the boundary layer thick- 
ness critical for achieving the high pressure 
recovery, and 2) stabilize the shock in the face of 
incoming atmospheric and compressor face 
disturbances. The lower surface bleed is 
increased up to 2% for active control. The 
resulting total steady bleed requirement for the 
inlet is 4% of the inlet mass flow. 

Atmospheric Disturbance Characterization 

Although mechanisms such as aircraft 
maneuvers, back pressure perturbations due to 
engine transients, etc. can cause the inlet to 
unstart, atmospheric turbulence is the least 
predictable, and therefore the most important 
factor in avoiding the inlet unstarts.^ In order to 
design an effective control system for the inlet, it 
is imperative to quantify the range and types of 
atmospheric disturbances encountered during 
nominal operation. The detailed derivations of 
the atmospheric disturbance models are 
discussed h Tank. *' ^ 

During supersonic flight, the inlet may encounter 
velocity and temperature perturbations ranging 
fi-om the macroscale (size greater than few 
hundred kilometers) through the mesoscale (fi-om 
few hundred km to tens of km) up to the 
microscale (tens of km to few cm). The scales 
imply a horizontal distance over which the 
disturbance parameter, such as the velocity, 
changes by its own order of magnitude. For the 
purpose of quantitatively expressing the 
disturbances we can treat them ais quasi-steady, 
which means, as the inlet is flying through the 
disturbances, they are stationery for an observer 
not moving with respect to the atmosphere. 
Using the stationarity assumption, the 
atmospheric disturbances can be described 
statistically in terms of their power spectral 
density (PSD) fiinctions. In the micro and meso 
scales the 3D turbulence is isotropic, and we can 
use Kolmogorov's spectrum for turbulence as 
follows: 

S,(k) = a,£^"k 2/3,-5/3 (2) 

Here, the subscript t denotes a type of 
disturbance, fis the eddy dissipation rate, k is the 
wave number, and a, is a constant for each type 
of disturbance given by: 

O/ = 0.15 (longitudinal or forward wind velocity 
gust, dimensionless) 
Oy = 0.2 (vertical or up wind velocity gust, 
dimensionless) 
aT= 0.39 (temperature disturbance, °K^s^m"^) 

Data indicates that the -5/3 law spectral behavior 
described above extends iminterrupted to an 
outer scale disturbance wavelength of around 
400 km.* Thus we see that for a study of the 
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Figure 3: Forward velocity gust time history and 
spectrum for an aircraft flying at Macli 2.2 at 
altitude of 60000 ft (worst case value of ^. 

effect of atmospheric disturbances on inlets only 
the eddy dissipation rate sets the spectral 
intensity over the entire frequency range of 
interest. The eddy dissipation rate is a function 
of the terrain, altitude, latitude, and time of the 
year. A typical value for s is 2.0 x 10"' m^s'^ and 
can vary as much as a factor of 10. 

Using the given model spectra for different 
atmospheric disturbance, a Fourier series method 
can be used for the generation of a random time 
series that has the same spectra as the 
atmospheric disturbances.' A typical output 
along with the relevant spectrum is shown in 
Figure 3. 

The atmospheric disturbances affecting the inlet 
can be characterized in terms of four independent 
components: isothermal longitudinal gust, 
isothermal vertical gust with and without a 
forebody, and temperature gust. Angle of attack 
changes can be expressed to first order in terms 
of the isothermal vertical gust. Also, for this 
study only the case with forebody is considered 
since it is relevant to the aircraft-inlet 
configuration of interest. These disturbance 
components are assumed to appear as plane 
waves at the inlet lip and travel through the inlet 
in the form of characteristic waves. Using the 
linearized analysis for a quasi-ID flow through 
the inlet these waves can be expressed as a 
superposition of fast acoustic waves J+, 
traveling with a speed of u+a, slow acoustic 
waves J-, traveling with a speed of u-a, and 
entropy waves traveling with speed u. These 
variables are defined as: 

r-i 
(3) 

I-           2a J  =u  (4) 

s = pv^ (5) 

Here, u is local flow speed, a is the local speed 
of sound. J is the entropy, p is the pressure, v is 
the specific volume, and y is the ratio of specific 
heats. The atmospheric disturbances are 
converted into the characteristic form, since the 
characteristic or "canonical" forms of the 
disturbances are directly applicable for the 
control law design. 

Using the definition of characteristic variables 
and the Prandtl-Meyer wave relation for the 
expansion waves, we can write the 
transformation between the atmospheric 
variables and the canonical variables as: 

A/+ 

M„-l )ii 

Woc+1 }R 

0 
PJ-' 

Au 

Av 

AT 

(6) 

The transformation matrix shows an interesting 
relation that a temperature perturbation impacts 
all the three canonical perturbations at the inlet 
lip. 

Modification of disturbance spectra by 
Mach/velocitv hold and ramp-control 

Atmospheric disturbances having very large 
wavelengths in the macroscale regions can 
exhibit large variations in gust velocities as 
discussed above. From the point of view of inlet 
control we can assume that these large-scale 
disturbances (> 6-20 km or frequencies below 
0.03 to 0.1 Hz) will be absorbed by the aircraft 
velocity hold system. We can also envision a 
ramp control system in the inlet, which can 
modify the area properties of the inlet depending 
on the engine demand and atmospheric 
turbulence to avoid unstart. The inlet active 
control system will therefore be subject to the 
atmospheric disturbance spectra attenuated by 
the vehicle velocity hold system and the inlet 
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ramp control system. Assuming a slew rate of 
approximately 607sec for the ramp-control 
system, a cut-off frequency of around 0.33 
radians/sec for the Mach/velocity hold system, 
which are typical values for supersonic aircraft in 
the same weight class, modified spectra can be 
obtained for the characteristic perturbations at 
the inlet lip. An example of a modified spectrum 
is shown in Figure 4. 
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Figure 4: Modified spectrum for a longitudinal 
velocity gust with ramp control and velocity hold 

The maximum frequency of interest for the inlet 
disturbance rejection control system can be 
calculated from this modified spectrum. This is 
defined as the frequency that gives 99% of the 
spectral energy. For this particular spectrum, the 
maximum frequency is approximately 18 Hz. 
Thus, frequencies up to 18 Hz contribute 99% of 
the energy in the disturbance while higher 
frequencies only contribute the remaining 1%. 
From the point of view of inlet control system, 
only frequencies up to 20 Hz are considered. On 
the lower side of the modified spectrum, we can 
see that frequencies below 0.01 Hz are cut off by 
the ramp control and velocity hold systems. Thus, 
the range of frequencies of interest in the study 
of control system effectiveness is from 0.01 Hz 
to 20 Hz for the full-scale aircraft. This results in 
non-dimensional frequencies ranging from 
4.4x10"' to 0.1. The frequency is non- 
dimensionalized by the inlet stagnation speed of 
sound and the inlet height at the forward lip. 

It should be noted that the effective gain of the 
ramp and velocity/Mach hold systems is not 
infinity, so for very low frequencies we may not 
get the roll-off seen in Figure 4. The atmospheric 
spectra also do not obey the -5/3 law for very 
low frequencies, but instead overestimate the 
energy compared to the actual measurements of 

the disturbances.^ Although a flattened spectrum 
is obtained at very low frequencies, we can 
safely assume that the disturbance energy is 
sufficiently attenuated at these low frequencies, 
and has a negligible impact on the inlet stability. 

Inlet Unstart Mechanisms 

The inlet can unstart via two distinct 
mechanisms, 1) motion of the terminal normal 
shock from a stable position downstream of the 
throat to an unstable position upstream of the 
throat, and 2) formation of a new unstable 
normal shock upstream of the throat. 

The first mechanism is initiated by disturbances 
that directly affect the shock, such as reflection 
of fast waves from the exit boundary and entropy 
disturbances. Figure 10a and 10c illustrate the 
effect of these disturbances on the shock motion. 
The persistence of these disturbances over time 
can cause the shock to move upstream of the 
throat leading to unstart. Such an event is shown 
in Figure 5. 
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Figure 5: Mach number profiles for different 
normal shock locations. Shock is moving towards 
the inlet Up due to an incoming atmospheric 
disturbance. Unstart due to shock motion. 

The second mechanism of unstart is caused by 
the strong impact of the slow acoustic wave 
disturbance J. This has a much stronger effect 
on the throat Mach number compared to the 
shock motion itself Thus, when a pulse of slow 
acoustic wave disturbance of a sufficient 
magnitude reaches the throat, it can unchoke the 
throat (M,hroat<l) while having virtually no 
impact on the stable normal shock downstream 
of the throat. Unchoking the throat therefore 
results in formation of an unstable shock 
downstream of the throat leading to unstart. 
Figure 6 illusfrates this imstart mechanism. 
Formation of an unstable second normal shock is 
clearly seen in the Mach contours and the 
averaged Mach number profile. 
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Figure 6: Contours of Mach number for the 
unstarting inlet due to new shock formation at the 
throat. 

Dynamic Characterization of the Inlet 

The dynamic behavior of the inlet was analyzed 
using unsteady quasi-ID and 2D numerical 
solvers. The solvers utilize a second order 
accurate finite volume scheme for spatial 
discretization. Stabilization and shock capturing 
are enabled using Roe's scheme. A four stage 
Runge-Kutta method is used to time march the 
solution. Boundary conditions are applied using 
Riemann invariants. The inlet boundary 
conditions were modified to impose the 
canonical atmospheric disturbances described 
above. The conservation laws were modified to 
include the effect of imsteady mass addition or 
removal in the simulation. 

The imsteady numerical codes were embedded in 
Simulink and integrated into MATLAB to 
generate routines with the help of which different 
transfer fiinctions could be generated in order to 
develop and analyze different control schemes. A 
block diagram of the Simulink model (called S- 
function) of the inlet is shown in Figure 7. As 
shown in Figure 7, the inlet can be excited with 
canonical atmospheric disturbances, character- 
ristic disturbances, and bleed variations. 

Frequency Response Studv 
Using the Simulink model, a detailed frequency 
response study was conducted for both quasi-lD 
and 2D cases. The geometry used for the 2D 
study was modified with a viscous correction 
obtained from the steady viscous-inviscid design 
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Figure 7: Quasi-ID (and 2D) unsteady Simulink 
Model of the inlet. 

code described above. The area variation for the 
quasi-ID study was created by matching the area 
ratio of the 2D geometry at the inlet, the throat, 
and the exit. These critical areas were blended 
using cosine shape fiinctions. 

Figures 8a, b, and c present a comparison in the 
amplification of the characteristic disturbances 
for the quasi-ID and the area averaged 2D cases. 
This demonstrates that the quasi-ID model, 
especially in the low frequency range, adequately 
represents the dynamic behavior of the inlet. 
Thus, for the purpose of designing the control 
laws for the inlet, we can utilize quasi-ID 
imsteady model in the range of the fi^equencies of 
interest. 

In Figure 8a we can see that the effect of J* on 
the throat Mach number diminishes at higher 
fi-equencies. In contrast. Figure 8b and c show 
that the effect of J remains essentially 
unchanged in the fi-equency range of interest, and 
the effect of entropy on the throat Mach number 
increases with frequency. The implication of 
these results is that J and entropy fluctuations 
have a greater impact than Jt on llie throat Mach 
number. Although the throat Mach number 
amplification of J^ and roll off at higher 
fi-equency might suggest a negligible impact on 
unstart tolerance, J^ has a significant impact on 
the shock motion. 
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Figure 8a: Frequency response of the throat Mach 
number to fast acoustic wave J* perturbations. 
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Figure 8b: Frequency response of the throat Mach 
number to slow acoustic wave T perturbations. 
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Figure 8c: Frequency response of the throat Mach 
number to entropy perturbations. 

Figure 9 shows that the effect of bleed on the 
throat Mach number is essentially constant over 
the frequency range of interest. The effect of 
bleed primarily isentropic and is composed of J* 
and J perturbations. 
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Figure 9: Frequency response of the throat Mach 
number to upstream bleed perturbations. 

Normal shock motion as a function of different 
parameters have been studied via simplified 
linearized models that capture the shock 
dynamics with reasonable accuracy.* Analyzing 
the acoustic reflection and transmission 
properties of the normal shocks in ducts is 
crucial to understanding the shock motion. ' 
MacMartin has derived an ODE that captures the 
shock dynamics with reasonable accuracy.*^ The 
model shows that the transmission coefficient of 
upstream fast acoustic disturbances, or 7*", is 
nearly imity. Therefore, J^ disturbances effect- 
tively pass through the shock with negligible 
effect on shock motion. However, from the large 
signal transfer function obtained in this study 
(Figure 10a), we can see that the shock is 
stongly affected by the f^ perturbations. 
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Figure 10a: Shock motion response to fast acoustic 
wave J*' perturbations. 

In comparison, the response of the shock motion 
to J and entropy perturbations, shown in Figures 
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Figure 10b: Shock motion response to slow acoustic 
wave T perturbations. 
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Figure 10c: Shocic motion response to slow acoustic 
wave T perturbations. 

10b and c is substantially smaller. This can be 
explained in terms of the exit boundary condition 
used in the generation of the frequency response 
plots. 

The inlet and compressor are coupled in a real 
operating environment, and in order to capture 
the detailed behavior of this inlet-engine 
interaction, an accurate Compressor-Face 
Boundary Condition (CFBC) has to be utilized. 
There have been a number of studies to create 
simplified models for the prediction of unsteady 
CFBC.'^''* Sajben has presented a simplified 
model for the computation of transmission and 
reflection coefficients accounting for compressor 
configuration and Mach number.'* His results 
show that for different compressor 
configurations and Mach numbers the reflection 
coefficient can vary widely from -1 to 1. The 
constant exit pressure boundary condition used 
in the present study corresponds to the worst- 
case scenario of a reflection coefficient of -1. 
Since transmission coefficient for the fast wave 
y through the shock is unity, the disturbance 

travels imattenuated to the exit boundary causing 
a reflection that has a strong effect on the shock 
position. 

Bandwidth Requirements of the Actuator 
An important parameter from the point of view 
of the control system design is the bandwidth 
requirements of the control system and actuator. 
It can be seen from the transfer fiinction plots 
(Figures 8a-c) of the atmospheric disturbances 
Ihat the inlet has a flat response over reduced 
frequencies up to 1 for slow waves. The inlet 
amplifies the entropy perturbations at higher 
frequencies. Thus, it is clear that the atmospheric 
perturbation cut-off, rather than the inlet itself, 
sets the bandwidth requirement. From the 
previous section it is clear that most of the 
atmospheric turbulence energy is concentrated at 
lower frequencies. This suggests that a 
dimensional frequency of around 25 Hz 
(corresponding to a non-dimensional frequency 
of approximately 0.11) is the upper cut-off as far 
as the atmospheric perturbations are concerned. 
The bleed actuator must therefore have at least 
this bandwidth in order to cancel the affects of 
atmospheric perturbations. 

Control Architecture 

The dynamic response of the inlet shows that, in 
the range of the frequencies of interest, the quasi- 
ID and area averaged 2D transfer functions are 
almost identical, and in particular, the low 
frequency response of the inlet is represented to 
a good approximation by quasi-ID simulation. 
Motivated by this observation, the control 
architecture design is based on the quasi-ID 
simulation results, as it is easier and simpler to 
design the control laws with the quasi-lD 
simulation, and then test and verify the control 
laws in the 2D simulation. The control laws are 
divided into two distinct parts in order to address 
the unstart mechanisms discussed in the previous 
sections, namely the throat Mach number control 
and shock motion control. 

Throat Mach Number Control 
The atmospheric disturbances can increase or 
decrease the throat Mach number significantly. 
Both the positive and negative variations are 
imdesirable and must be controlled to enhance 
the stability of the inlet. The upstream bleed 
actuation is used to control the throat Mach 
number. 
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Figure 11: Feed-forward control law architecture, for throat mach number control, based on Mach number 
estimation at the sensor. 

Perturbations in the upstream bleed result in 
mostly slow acoustic waves, and from the speed 
of propagation of the slow acoustic waves, we 
can estimate a time delay of approximately 2.0 
non-dimensional units for the control 
perturbations to reach the throat. This implies 
that we can only use a feedback control of the 
throat Mach number at very low frequencies. 
Thus, in order to cover a wider range of 
frequencies in the incoming disturbance 
spectrum, we need to use a feed-forward control 
system. The feed-forward controller presented 
here is based directly on the atmospheric 
disturbance quantities, although the canonical 
disturbances, J, f, and entropy can also be used. 

The longitudinal gust perturbation is comprised 
of both slow acoustic wave and fast acoustic 
wave perturbations. By using the longitudinal 
gust perturbations as our prime disturbance, we 
can cater for both f and J perturbations. A static 
pressure sensor upstream of the bleed is used to 
estimate the Mach number perturbations. The 
feed-forward control architecture is shown in 
Figure 11. 

The change in throat Mach number due to 
upstream longitudinal al gust perturbation du and 
upstream bleed perturbation dsl are given as: 

dMa, = Gu,h_duUco)du + GM,h_ds\Uo>)ds\ (7) 

Using the controller gain K we can express 

equation (7) as: 

dM,h=GM,h_duU(»)du + 

Guth ds\U(o)KGi^ duUa>)du 
(8) 

The controller gain K for cancellation of the 
throat Mach number perturbation is: 

K = — 
'Mth   du 0«) 

GMth   dsl(M)GM   duXM) 
(9) 

A typical controller frequency response and its 
synthesis using IIR filter is shown in Figure 12. 
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Figure 12: Frequency response of the feed-forward 
controller and its realizations. 

Shock Motion Control 
Shock motion can be controlled by sensing the 
location of the shock by an array of static 
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pressure sensors. Using the location of the shock 
as feedback a simple proportional controller can 
be used to drive the shock bleed to keep the 
shock stable on the face of compressor and 
atmospheric disturbances. A detailed discussion 
of shock motion control using this technique can 
be found in MacMartin.'^ 

Results 

The control architecture discussed above was 
tested in the 2D unsteady simulation embedded 
in Simulink. Figure 13 shows the impact of the 
controller in attenuating the longitudinal 
(forward) gust, vertical gust and temperature 
perturbations. While the temperature pertur- 
bations were neglected in the design of the feed- 
forward controller, Figure 13 shows that over 
most of the low frequency range of interest, the 
controller is able to cancel the temperature 
perturbations. 

du to Throat Mach Ho. du to Throat Protsur« 

i 

1 
 wfih cont 
 w/o cont 

1 zi 
10 

dv M inroat MatA n 

10 

dT tofnroat Mw9i n 

u I 

-  w/o cont --ii 
- 

f M 
1 

10 
Raducad ftaq 

10"" 10 
Raducad fraq 

Figure 13: Controller effectiveness for clianges in 
tiiroat macli number and pressure. 

The controller effectiveness can also be 
examined via the spectrum of the atmospheric 
disturbances at the throat. Figures 14a-c show 
the spectrum of the atmospheric disturbances and 
variations in throat Mach number with and 
without control. Figure 14c shows that, while 
temperature disturbances above the maximum 
frequency of interest (0.1) are amplified, the 
controller is still effective for lower frequency 
disturbances where the maximum energy is 
concentrated. 

Table 1 shows the RMS values of the throat 
Mach number variations due to different types of 
disturbances. A substantial reduction in the RMS 

values of the throat Mach number for the various 
disturbances is achieved with active control. 
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Figure 14a: PSD of throat Mach number variations 
with and without forward velocity gust control. 
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Figure 14b: PSD of throat Mach number 
variations with and without vertical velocity gust 
control. 
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Figure 14c: PSD of throat Mach number variations 
with and without temperature gust control. 

It is also apparent that this control architecture is 
most effective in attenuating slow acoustic 
waves, and entropy perturbations are mildly 
amplified by the controller. This is expected 
since the bleed cancels the slow acoustic 
perturbations more effectively than the fast 
acoustic and entropy perturbations. 

10 
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Disturbance 
Type 

RMS Ma,„., 
w/o control 

(xlO') 

RMS M,hn„, 
witli control 

(xlO') 
Horizontal Gust 11.0 1.7 

Vertical Gust 13.8 2.7 
Temperature 10.8 2.6 

J+ 16.2 5.2 
J- 48.3 6.4 

Entropy 8.7 9.7 
Table 1: RMS value of throat Mach number 
variations with control and without control. 

Conclusions 

The design of a high recovery inlet with reduced 
stability to unstart has been presented. The low 
bleed requirement and enhanced recovery can 
have a substantial impact on propulsion systems 
for long-range supersonic aircraft. The 
atmospheric turbulence is studied and 
characterized in order to develop suitable control 
laws for the inlet. The dynamic characteristics of 
the inlet are modeled using quasi-ID and 2D 
Euler equations. The quasi-ID simulation of the 
inlet dynamics, which was shown to be in good 
agreement with the 2D simulation in the range of 
the frequencies of interest, was used to develop 
the control algorithm. The stability of the inlet 
was enhanced using a simple feed forward 
controller which significantly reduced the RMS 
values of the throat Mach number pertiu-bations 
to various incoming disturbance types. Using 
separate estimators for the slow and fast waves, 
and designing a controller to cancel these waves, 
can improve the performance of the present 
throat Mach number controller. 
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ABSTRACT 

Inlet pressure recovery of supersonic aircraft could 
be improved using a near-isentropic inlet with only a 
weak normal shock aft of the throat, however, such 
an inlet is highly susceptible to unstart. Small per- 
turbations can move the shock ahead of the throat, 
where it is unstable. The dynamics of this prob- 
lem are analyzed using a low-order model involv- 
ing a single non-linear differential equation. This 
model allows parametric exploration of both the po- 
tential and limitations of using control to actively 
stabilize the shock. The shock motion can be con- 
trolled using suction either upstream or downstream 
of the shock, with the latter providing greater au- 
thority. With reasonable constraints on actuator au- 
thority and bandwidth, simple control laws stabilize 
the shock motion. 

1   INTRODUCTION 

Inlets for supersonic aircraft decelerate the incoming 
flow to the desired subsonic condition, recovering the 
energy as pressure. Unless the throat Mach number 
is exactly one, there will be a terminal shock aft of 
the diffuser throat that introduces losses. While a 
weak shock would not introduce significant loss, it is 
more susceptible to disturbances. If the perturbed 
shock moves ahead of the throat, it becomes unsta- 
ble, moves forward rapidly, ultimately resulting in 
a strong external bow shock, with a significant in- 
crease in drag and the potential for engine surge; 
this is known as unstart}^^ Active stability con- 
trol could enable a practical, near-isentropic super- 
sonic aircraft inlet, with higher pressure recovery, 
but without risk of unstart. This paper describes 
low order modeUng of the shock dynamics, and in- 
vestigates ax;tive control based on this model. A 
schematic of a hypothetical near-isentropic inlet is 
shown in Figure 1, illustrating the area variation, 
nominal shock location, and disturbances. 

'Senior Member, AIAA. macraardg@cds.caltech.edu 
Copyright © 2002 by the author. Published by the American 
Institute of Aeronautics and Astronautics with permission. 
Presented at 1*' AIAA Flow Control Conference. 

A reasonably accurate description of the inlet dy- 
namics can be obtained through a computational 
model. A one-dimensional Euler code has been de- 
veloped by MIT that adequately captures the re- 
sponse of the shock to disturbances and control ac- 
tions. This model requires on the order of 1000 
state variables to describe the flow field. While this 
model can be executed reasonably rapidly, a very 
low order model that still captures the key features 
of the response is invaluable in the development of 
control strategies. The purpose of the model de- 
veloped in the next section is to understand stabil- 
ity regions, motivate actuator and sensor placement, 
and assess control authority and bandwidth require- 
ments, all as a function of design parameters such 
as the nominal shock location (or strength). While 
the full one-dimensional simulation captures details 
of the dynamics that a reduced order model cannot, 
the extra complexity can mask some of the underly- 
ing physics, particularly regarding parametric vari- 
ations. Simplifying assumptions are required, and 
the key is ensuring that the fundamental physics are 
not discarded in the process. 

The derivation of the model described herein is 
based on a linearization approax;h, similar to that 
described by Hurrell* to investigate shock motion, 
and by Culick et a/.^'* to analyze the acoustic reflec- 
tion and transmission properties of a normal shock. 
In each of these papers, the response to pressure 
disturbances arriving at the shock is computed by 
perturbing the shock equations and taking terms to 
first order. This linearization approach is extended 
herein by explicitly representing the perturbations 
as acoustic waves. The model is then used to evalu- 
ate the potential for control to actively stabilize the 
shock location. 

The primary assumptions required are that the 
flow is isentropic in the immediate vicinity of the 
shock, one-dimensional, and that the perturbations 
in the flow upstream and downstream of the shock 
are acoustic. In addition, the model only captures 
the behaviour of the existing shock, and does not 
account for the possibility of other shocks being 
created elsewhere in the inlet.  Based on these as- 

American Institute of Aeronautics and Astronautics 
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Atmospheric 
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Figure 1: Hypothetical near-isentropic inlet. The system is perturbed both by upstream (atmospheric) and 
downstream (compressor) disturbances. downstream (compressor) disturbances. 

sumptions, we can compute the shock motion and 
the strength of the downstream propagating acous- 
tic wave that result from both upstream and down- 
stream acoustic disturbances. The shock response 
is captured by a single non-linear ordinary differ- 
ential equation (ODE), and this simple low order 
model qualitatively matches the behaviour of the 
l-dimensionaJ Euler code mentioned earlier. Fig- 
ure 7 illustrates the nonlinear response; if the shock 
is subject to a sinusoidal excitation (not intended to 
be realistic, but illustrative), then the response in- 
cludes not only a sinusoidal component, but also a 
slow bias motion towards the throat that can even- 
tually result in instability. 

This paper describes the assumptions and deriva- 
tion of the dynamics of the shock motion. The fol- 
lowing questions are then addressed parametrically: 

• The open-loop domain of attraction, as a func- 
tion of disturbance bandwidth and amplitude, 
and the qualitative response of the shock to dis- 
turbances. 

• Actuator and sensor selection. 

• Actuator bandwidth and authority require- 
ments. 

• The control algorithm; two algorithms are com- 
pared that require different sensor information. 

A simple controller that uses a single shock location 
sensor fedback to downstream bleed is sufficient to 
stabilize the shock. 

2   DERIVATION 

2.1   Approach and Assumptions 

The inlet is conceptually divided into three regions: 
the supersonic regime upstream of the shock; the 
subsonic regime downstream; and the shock itself. 

/~\ 

Disturbance 

Reflected, 
transmitted 
wave 

Figure 2: Schematic of reduced order modehng ap- 
proach. We solve for the shock motion ^(t) and the 
reflected/transmitted downstream wave due to up- 
stream and downstream disturbances. 

This is illustrated schematically in Figure 2. E we 
assume that the portion of the inlet upstream and 
downstream of the shock are isentropic, then we can 
derive equations for the variation in flow field that 
the shock encounters as it moves up or downstream. 
We consider only acoustic disturbances arriving at 
the shock, and include only time delays for the prop- 
agation dynamics. In both the subsonic (down- 
stream) and supersonic (upstream) regime, the dis- 
turbances can therefore be written as the sum of two 
waves propagating at (1 -I- M) and (1 - M) times 
the speed of sound. In the subsonic regime, this cor- 
responds to upstream and downstream propagating 
waves; in the supersonic regime both travel down- 
stream and will be referred to as "fast" and "slow" 
waves respectively. The shock motion and the ampli- 
tude of the downstream propagating wave are com- 
puted in response to the upstream propagating wave 
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and both acoustic waves in the upstream, supersonic 
region. The assumptions and derivation are similar 
to those in CuUck,^ except that the disturbances are 
explicitly represented as acoustic waves rather than 
as pressure pertubations. This permits more general 
treatment of the dynamics, and of the reflection and 
transmission coefficients. 

The assumptions, therefore, are as follows: 

• Only one-dimensional flow is considered; in par- 
ticular, there is no communication through the 
boundary layer, no shock-boundary layer inter- 
action, and actuation is assumed to immedi- 
ately aSect the bulk flow. 

• No additional shocks are created in the inlet. 
Note that there are two possible unstart mech- 
anisms; if the terminal shock moves upstream of 
the throat, or if the throat Mach number drops 
below unity and a new shock forms immediately 
upstream. Atmospheric disturbances typically 
result in the latter; this assumption therefore 
restricts this model to capturing unstart due to 
downstream disturbances. 

• The shock satisfies the usual quasi-steady shock 
equations at each instant of time (see Culick^). 

• The supersonic and subsonic regimes are isen- 
tropic close to the shock location. 

• Disturbances are acoustic; entropy perturba- 
tions resulting from atmospheric disturbances 
are not considered. 

• The propagation of disturbances within the su- 
personic and subsonic regimes is not included 
other than to account for time delays in the 
control solution. A more accurate description of 
the acoustic propagation and the reflection off 
of the downstream boundary condition could be 
incorporated into the current modeling frame- 
work in a straightforward manner. 

The resulting equations can be further simplified for 
a weak shock by taking terms only to first order in 
Mi-1. 

The derivation follows from three sets of equa- 
tions: (i) the usual shock equations, in the frame 
of reference of the moving shock (and thus depen- 
dent on the velocity of the shock), (ii) isentropic re- 
lationships, which give the variation in the nominal 
upstream and downstream flow variables as a func- 
tion of the area variation, which is in turn a func- 
tion of the shock location, and (iii) the relationships 
between perturbations in the upstream and down- 
stream flow variables and the upstream and down- 
stream propagating acoustic waves. 

2.2   Equations 

The upstream variables {■)\ and downstream vari- 
ables (•)2 are related by the usual shock equations, 
in the frame of reference of the moving shock: 

^    =    1 + P2 
Pi 
«2 1- 

7 + 

2+ (7 

2     (Ml - l\ 
l\   Ml   ) Ml 
l)Ml 

2lMl - (7 - 1) 

(1) 

(2) 

(3) 

Denote the perturbation in the nominal shock lo- 
cation as ^. In estimating the response of the shock 
to a perturbation, we need to consider both the per- 
turbation itself, and the change in local conditions 
caused by fact that the shock has moved. The nom- 
inal flow conditions that the shock moves into, de- 
noted by (•), are assumed to be given by the isen- 
tropic relations, from which one can derive: 

M2-1 \Adx) ~ u 
du 
dx 

1 
"7M2 \pdx) 

(7 - 1)M2 + 2 
dM\ 

M dx } 

(4) 

(5) 

(6) 

These hold in the inlet frame of reference. 
Finally, consider the effect of disturbances. Up- 

stream perturbations in pi denote pu, etc., and 
downstream denote as pd- As discussed in the 
assumptions, the disturbances are represented as 
propagating acoustic waves. Denote the rightward 
and leftward (with respect to the flow) propagating 
waves as having pressure P"*" and P~, or relative 
pressure perturbations given by 8^^ = Pu,ilP\,2 for 
the four acoustic waves 6^,S~, ^j" and <5j . The re- 
maining flow perturbations are related to the wave 
variables by: 

Pu 

Pi 
St + K 

-yM.f-    =    (5+-a 
Wl 

7M„   =    {St-8Z) 
7-1 

(7) 

(8) 

Mi(<J++C){9) 

for the upstream variables and with subscripts {■)d 
for the downstream perturbations. 

2.3   Derivation 

Following CuUck,^  the pressure immediately up- 
stream of the shock for small shock motion ^ about 
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a nominal location XQ is 

where 

Pi(0 = ^e+P« (10) 

The perturbation in the Mach number upstream of 
the shock in the frame of reference of the shock is 
given by 

Mi = ^^ + M.-U (11) 
ox Oi 

Similar equations can be written for perturbations in 
all of the flow variables upstream and downstream 
of the shock. 

Substituting these equations and the wave rela- 
tionships into Eq'ns (1) and (2) gives two equations 
which can be solved for the shock motion ^ and the 
downstream propagating wave S'^. 

24   Shock ODE 

The shock motion satisfies the ODE: 

U = aiO^ + 0752 + 0t5t + PZK        (12) 

where 

a(l) = -/.(M0Qg) (13) 

and y9*j are only a function of Mi. The variables 
^u d capture the effects of upstream and downstream 
perturbations, including both disturbances and con- 
trol. Equation (12) is of the same form as that de- 
rived previously,'*'® but the dependence on Mi dif- 
fers slightly when the dynamics are derived assum- 
ing an applied acoustic perturbation, rather than an 
applied downstream pressure perturbation. 

The functional form for /„ is always positive, thus 
one immediately obtains that the shock is stable in 
the diverging section, and unstable in the converging 
section. The response is also non-linear, as dA/dx 
changes with the shock location (in particular, it 
is zero at the throat). This dependence of a on ^ 
introduces the nonlinear behaviour seen in Figure 7. 

For notational convenience define 

M = 2Mi -t- 
Mf-H 
M1M2 

Then the function /„ has the form 

/a(Mi) = 

_ (7 - 1) + (7^ + l)Mf + -rM^' ((7 - l)Mf + 2) 
(7 + l)M 

~^iMi +1) (14) 
4 
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Figure 3: Variation of gains with Mach number. The 
"fast" upstream wave has opposite sign to the re- 
maining perturbations. Downstream perturbations 
have higher gain than upstream for Mi > 1. 

The functional forms for the gains are: 

7+1^2 
P7 = jM pi 

(15) 

and 

( 
±2|1T^M,)(M. + JJ^)](16) 

Since we are interested in the behaviour for a weak 
shock, these functions can be approximated by keep- 
ing terms only to first order in Mi — 1: 

««.-.)-i(-^)(i^)<-) 
1-1)^1(18) ^.-(MO  =  -(^ + (Mi-l)^) 

^-^ (19) 

(20) 

Pirn) = 
27 

^-(Mi)  =  -I±i(2-Mi) 

One can immediately note that for control using suc- 
tion, S^j are all negative, and thus the "fast" up- 
stream acoustic wave 5+ is destabilizing. In the limit 
of a weak shock, both upstream and downstream 
forcing 5~ are equally effective, however the down- 
stream gain increases with Mi while the upstream 
gain decreases. Thus even for a moderately weak 
shock where Mi = 1.25, the downstream gain is 50% 
higher than the upstream (see Figure 3). 
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Figure 4: Reflection and transmission coefficients for 
acoustic waves as a function of Mach number. 

To obtain quantitative results from the model 
above, we need to assume an area variation. Choose 

1^ 
Adx r(a;o+e) (21) 

Thus XQ defines the nominal shock location, with the 
throat at ^ = -xo, and £ is the characteristic length. 
Eq'n (12) for small Mi - 1 can then be written as 

i^^=-ii(^.-fle.2±i. (22) 

where S = S~ - 5J. Equation (22) can be non- 
dimensionaJized using t = £(2/^)^^ as the spatial 
seeding parameter and i*/ai as the temporal scal- 
ing; so C = ilC and f = tai/i' and S* = pS. 
Dropping the notation (•)* for convenience gives the 
non-dimensionaJized shock equation as 

^=-{^o+0^ + S (23) 

2.5   Reflection and Transmission 

The amplitude of the downstream propagating 
acoustic wave S^ resulting from perturbations is 
represented using reflection and transmission coef- 
ficients (TJ and <TJ, where 

^d = <^d^d + <^u ^« + '^uK 

These coeflScients are plotted in Figure 4. The re- 
flection coefficient is of the form aj = {l-s)/{l + s) 
where s = {Mi+l)fi2M^M2). For Mi -f 1, then the 
"fast" upstream wave has a transmission coefiicient 
of unity, while the remaining waves result only in 
shock motion and do not produce any downstream 
propagating wave. These results are consistent with 
previous papers^'® wherein the reflection coefficient 

was shown to be small, while the transmission coef- 
ficient (for a pressure disturbance) was greater than 
unity for Mi > 1. Note that Yang® gives the trans- 
mission coefficient in terms of pressure ratio. While 
the transmission coefficient of the fast wave shown in 
Figure 4 indicates a roughly constant relative wave 
amplitude with Mach number, the absolute ampli- 
tude of the downstream pressure wave increases with 
pa/pi and can thus become quite large. 

2.6   Inlet System Effects 

The current model is intended to capture the dy- 
namics of the shock itself; this could be extended to 
capture the dynamics of the overall inlet system, as 
shown in Figure 5. In addition to the shock, the full 
inlet system includes the creation and propagation of 
the acoustic waves caused by physical disturbances 
or control inputs, and the compressor or downstream 
boundary condition. While not included in the con- 
trol simulations, the effect of these on the shock mo- 
tion is briefly noted here. 

The relative strength of S+ and S~ can readily be 
evaluated for a given disturbance source; the waves 
generated by suction satisfy 11 - M|<J~ = (1 -I- M)<5+. 
The duct acoustic propagation involves time delay, 
amplitude variation, and waveform variation due to 
nonlinearities. 

The downstream boundary condition (the engine 
compressor or fan) could be modeled simply as a 
reflection coefficient, or with increased complexity 
including the compressor dynamics. This bound- 
ary condition and its impact on the shock dynamics 
has been discussed elsewhere.^'^■'^-^ Note that if the 
reflection from the compressor (or more generally, 
the downstream boundary condition) is significant, 
then the direct impact of a given disturbance source 
on the shock may not capture the complete influ- 
ence. The disturbance 5+ does not significantly af- 
fect the location of a weak shock, but it is transmit- 
ted through the shock virtually unchanged, and the 
returning wave reflected from the compressor may 
have significant influence on the shock motion. This 
can be seen in simulations with the Euler code in 
Figure 9, where the constant pressure downstream 
boundary condition gives a —1 reflection coefficient. 

Also note that the time delay for any disturbance 
is a function of the current shock location. This 
can be included by replacing the disturbance term 
Sj{t) in the shock equations with 5^{t - T(^)), and 
similarly for 5~ and S+. The delay T(4) is ob- 
tained by integrating the inverse of the wave speed 
c = 01,2(1 ± Mi,2) between the disturbance and the 
current shock location, this can be approximated by 
a linear dependence on ^. Unless the throat Mach 
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Figure 5: Inlet system block diagram including coupling between shock dynamics, duct acoustic propagation, 
and downstream (compressor) boundary condition. 

number is close to unity, the shock velocity will be 
much slower than the acoustic speed for realistic dis- 
turbances. For Ml -^ 1, then the variation in the dis- 
turbance wave form with ^ may also be important. 

3   OPEN-LOOP DYNAMICS 

Based on the low order model, several observations 
about the uncontrolled dynamics can be made. The 
most important questions to answer in order to de- 
sign an active control system are the open loop fre- 
quency response, and the relative authority of dif- 
ferent disturbance or control mechanisms. 

The shock responds more to low frequency dis- 
turbances than high frequency, with zero-frequency 
disturbances being the most destabilizing. For a dis- 
turbance pulse that is short compared to the time 
constant 1/a, only the total impulse of the pulse 
matters, and not the detailed shape. The largest 
disturbance that can be tolerated can be obtained 
by setting ^ = 0 in Eq'n (12) and setting fiS equal to 
the maximum value of a(^)^. For the area variation 
used in Eq'n (22) then the maximum downstream 
(compressor) disturbance that can be tolerated is 

SM = 
7^      /^\2 

2(7-n) \e) 
(24) 

This is consistent with the largest stable steady dis- 
turbance obtained from the MIT Euler code. The 
largest stable disturbance that can be tolerated as a 
function of frequency is shown in Figure 6. 

For a given inlet geometry A{x), increasing the 
throat Mach number does not significantly improve 
shock stability. Increased Mach number does reduce 
the time delay for any actuator and therefore could 
improve closed-loop stability. For a shock near the 
throat, 1/AdAfdx decreases as the shock moves for- 
ward and increases as the shock moves aft. Exciting 
the shock with a sinusoidal disturbance generates a 
slow movement of the shock towards the throat, su- 
perimposed on the sinusoidal motion, with the pos- 
sibility of eventual unstart. Thus one cannot predict 
the maximum shock motion by using the value of a 
at ^ = 0.   An example illustrating this non-linear 
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Figure 6: Computed stability boundary as a func- 
tion of non-dimensional forcing amplitude and fre- 
quency. The non-dimensional nominal shock loca- 
tion is 0.05. 
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Figure 7: Qualitative comparison of non-linear shock 
response to a sinusoidal disturbance; from 1-D Euler 
code (top) and from reduced order model. 
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behaviour is shown in Figure 7, which compares the 
response of both the low order model and the MIT 
1-D Euler code to a sinusoidal disturbance. 

The shock location is strongly excited by down- 
stream disturbances, and by the "slow" upstream 
disturbance S~, propagating at speed ai(l - Mi). 
The "fast" upstream disturbance *+ does not have 
a significant effect on the shock motion. Conversely, 
the transmission coefficient for the fast wave is much 
more significant than for the slow wave. 

The acoustic behaviour of the inlet, obtained us- 
ing the 1-D Euler simulation mentioned earlier, is 
illustrated in Figures 8 and 9. These plot the pres- 
sure perturbation for a short duration suction pulse 
either downstream or upstream of the shock. Both 
waves (J+ and 5~ are created, with S~ > S'^ for both 
upstream and downstream suction. The magnitude 
of the gains P^^ in Eq'ns (18-20) is consistent with 
the behaviour observed in the Euler code. These 
figures also validate the small reflection coefficient, 
small transmission coefficient for S~, and transmis- 
sion coefficient near unity for (J+. Note that the Eu- 
ler code has a constant pressure downstream bound- 
ary condition, giving a reflection coefficient of —1. 
This reflected wave is not necessarily representative 
of the ultimate application, and has a significant in- 
fluence on the shock motion. 

4   CONTROL 

4-1   Actuator and Sensor Selection 

There are three possible actuators one can consider 
for active control of the shock location; downstream 
suction (as in Fig. 8), upstream suction (Fig. 9), or 
local area variation at the shock location. This lat- 
ter approach may ultimately be attractive if it can 
be implemented using distributed suction, however, 
mechanical area variation of suflBcient authority is 
likely to be difficult and may lead to separation. 
Since the "fast" upstream wave does not significantly 
affect the shock motion, the control action from both 
upstream and downstream suction results from S~ 
traveling at (1 - M) times the sound speed. There- 
fore for actuation the same distance away from the 
shock, the time delay is comparable, while the au- 
thority is higher for downstream suction (P^ > Pu)- 
Thus, unless other implementation issues affect the 
decision, the best actuation for this system is down- 
stream suction. 

If the throat Mach number is very close to unity, 
then the propagation time delay from the actuator to 
the shock can become quite large. Therefore, while 
feedback control of the shock motion is essential for 
robustness, feedforward control based on sensing of 

incoming perturbations may be essential to provide 
sufficient overall time response. The feedback con- 
trol then only needs to correct for the residual error 
firom the feedforward control. 

For downstream (compressor) disturbances, the 
feedforward control needs any set of sensors that can 
detect the upstream propagating wave amplitude, 
and distinguish between it and downstream propa- 
gating waves; similarly for upstream (atmospheric) 
disturbances, the "fast" and "slow" waves need to be 
sensed and distinguished. The feedforward control 
law is obtained based on the difference in time de- 
lay between the sensing and the actuator locations, 
and the transfer function between actuation and the 
wave amplitude that it generates. 

The shock location is an obvious choice for feed- 
back. However, in practice this will involve either a 
distributed array of sensors or a model-based esti- 
mation from a subset of sensors. An alternative is 
to have one or more discrete sensors at locations ^j 
firom which one can establish whether ^ > Ci- 

4-2   Authority and Bandwidth 

The required actuator authority UM can be directly 
estimated from the maximum disturbance amplitude 
as UM > SM, where both 5M and UM are expressed 
as the amplitude of the wave Sj that arrives at the 
shock due to the maximum disturbance or control re- 
spectively. Thus one must also estimate the change 
in amplitude with j)ropagation through the duct; 
this is a function of the area variation. 

The minimum time delay for the control, includ- 
ing actuator bandwidth, computational delay, and 
propagation delay, can also be obtained from the 
model. Assume that a is small compared to the dis- 
turbances that are expected. The worst case distur- 
bance is a step change to the maximum value. The 
shock therefore moves at ^ ~ PJSM&I. If UM = 5M 

then the maximum time lag TM for applying UM is 
the time it takes the shock to move from its nominal 
location xo to the throat, or 

TM < - 
1 

aip5 
-Xo 

M 
(25) 

This estimate is conservative, and can be refined by 
including the effects of a. If the actuator has greater 
authority, then some motion of the shock past the 
throat is possible, and greater time delay can be tol- 
erated. The estimate is based on an instantaneous 
step change in the disturbance, and lower distur- 
bance bandwidth will also permit higher time lag. If 
the time lag is dominated by propagation, then one 
can obtain a constraint on the actuator injection lo- 
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Figure 8: Acoustic wave propagation in inlet for a short duration suction pulse downstream of the shock 
(from MIT 1-D Euler code). The shock location is shown in solid black. 

20 

18 

16 

14 

•E 12 

o 
2 10 

8 - 

6 - Suction 
negative 
wave 

Positive pressure 
results In negative 
shock displacement 

.N.V 

/      j-^te Negative pressure 
/    /' 'W results in positive 

results in/   / yf shock displacement 
pressure // /   /; 

. Reflection •. 
coefficient of 
negative one 

3.5 4.5 5.5 
Distance 

6.5 7.5 

Figure 9: Acoustic wave propagation in inlet for a short duration suction pulse upstream of the shock (from 
MIT 1-D Euler code). The shock location is shown in solid black; note that the motion due to the wave 
reflected off of the downstream boundary condition is significant. 

8 
American Institute of Aeronautics and Astronautics 



cation a;,- to satisfy the time delay, as 

Xi        1- M2 

xo       PSu 
(26) 

where the variation in Mach number has been ig- 
nored for simplicity. 

4.3   Control Law Analysis 

Both the actuator saturation and the time delay 
must be taken into account in the design of the con- 
trol law. A proportional control law u = K^ is close 
to optimal for this system. Therefore, consider the 
following two control laws. The first is a propor- 
tional controller, with saturation, while the second 
simplifies the controller and assumes only a single 
feedback sensor. 

«a(0 

MO 

0 :    ^>0 
:   0 > ^ > a;o 
:   ^<xo 

0    : 
UM     ■■ 

(27) 

(28) 

The proportional gain K = UM/XQ in Ua(0 applies 
between the nominal shock location (| = 0) and the 
throat (^ = Xo). If the maximum control authority 
UM is exactly the same as the required authority, 
then this controller will be marginally unstable, but 
if there is any safety factor at all then the shock will 
be moving slowly when it reaches the throat and the 
time delay will not be an issue. The design param- 
eter ^0 in «6(C) can be chosen based on the ratio 
between the actual time delay r and the maximum 
value TM derived earlier; ^0 = (1 - T/Tm)xo. 

The simulated control behaviour is shown in Fig- 
ure 10, with actuator saturation UM = 0.05, time de- 
lay T = TM/i-5, and disturbance at a firequency and 
amplitude that would be unstable without control. 
The response is shown for two cycles of disturbance 
after the system has reached steady state. Both con- 
trol laws stabiUze the system, with the first control 
law, Mo(^), resulting in a smoother response. Any ac- 
tuator dynamics would result in some smoothing of 
the response shown for the simple control law Ub{0- 
The simulation is plotted for two diS'erent distur- 
bance amplitudes; the maximum that could be toler- 
ated with either controller of (JM = 0.05 and half this 
value. The ultimate performance metric is to retain 
stability with minimum bleed requirements. Based 
on this metric, the smooth control law slightly out- 
performs the simple control law for the worst case 
disturbance, but is slightly worse for the smaller dis- 
turbance. The relative performance of Ua would be 
worse still for very small disturbances, as the simple 
controller would not respond at all. 

A single sensor and a simple control law are ade- 
quate for stabilizing the shock. Since the additional 
information required by the smooth controller could 
add significant complexity, any small performance 
improvements are likely outweighed by extra cost. 
The use of a second sensor would allow a control 
law of the form 

MO eo>e>6 
e<6 

which may be an adequate compromise between the 
simple and smooth controllers. 

5   CONCLUSIONS 

Active stabilization of a weak shock in a near- 
isentropic inlet would prevent unstart and enable 
low loss supersonic inlets to be designed. A sim- 
ple model involving a single non-Hnear ODE cap- 
tures the relevant shock dynamics for both upstream 
and downstream disturbances, and also the acoustic 
reflection and transmission properties of the shock. 
This model is useful for parametrically assessing ac- 
tuator and sensor selection, actuator authority and 
bandwidth requirements, and for comparing differ- 
ent control strategies. For control actuation, down- 
stream suction is preferable to upstream suction. A 
simple feedback control law that relies on a single 
sensor to determine when the shock is upstream of a 
critical location is sufficient to stabilize the system. 

This model could be extended in several ways. 
The disturbances can be represented more physi- 
cally by relating the relative amplitude S^j of acous- 
tic perturbations arriving at the shock to suction 
or atmospheric and compressor disturbances. This 
would permit explicit computation of the feedfor- 
ward gains. Including the compressor boundary con- 
dition would permit a full inlet system model. 
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ABSTRACT 

\ low-cost and low-maintenance digital focused shadowgraph flow visualization system has been developed to provide 
'ast diagnostics of rapidly changing phenomena in supersonic flows. The system is particularly designed for tracking 
ihock positions in a supersonic inlet, enabling high-speed active shock control. It is based on a low-cost, high-intensity 
vhite LED light source, which can be flashed with microsecond pulses enabling freeze-frame imaging of constant 
Uumination quality. The system features three modes of operation: 1. High-resolution digital still fi-ames and sequences 
;i280xl024, 2fps), 2. High-resolution digital frames and sequences showing spatial-temporal variation in flow field 
1280x1024, 12 fips), 3. Adjustable windowed digital frames at reduced resolution, but at high frame rates (980 fjps at 
1280x8 pixel viewing area). The three modes of operation allow high-speed tracking of flow features such as moving of 
shock waves (up to 980 Hz) as well as overall instantaneous views of the flow. Furthermore, it allows direct 
dentification of areas where high-speed changes occur. The positional shock data can be transmitted directly to a shock 
stabilizing control system. Results are presented of the unsteady flow generated by an aspirated cone-shaped nozzle in a 
supersonic flow in the supersonic wind tunnel of the MIT Gas Turbine Laboratory. 

Keywords: Shadowgraphy, CMOS, compressible flow, shock-tracking, active shock control. 

1. INTRODUCTION 

\ flow visualization system was designed to provide a fast, low-cost and easy-to-use diagnostic for aerodynamic design 
x)ncepts to be tested in the supersonic wind tunnel at the Gas Turbine Laboratory at MIT. Besides providing a general 
low visualization capability, it is designed specifically for tracking high-speed unsteady events in a supersonic flow. 

Dne of the investigations currently taking place at MIT is the design of an efficient supersonic inlet. One approach to 
ncreasing the efficiency of a gas turbine engine is to actively control the position of the intra-passage shock wave. A 
najor design driver for supersonic difftisers is the requirement to prevent unwanted shock formation and shock blow-out 
supersonic unstart). As part of the Quiet Supersonic Platform (QSP) program' to create a new efficient supersonic 
vehicle in the business jet size range, efficient supersonic inlets are being designed that rely on feedback control, rather 
han traditional design methods, to meet the unstart requirement. To aid in the design and to study the dynamics and 
»ntrol of shock formation and movement, high-speed tracking of shocks is needed. This requires a positional shock 
neasurement resolution of better than 5 thousandths of an inch and a data transmission rate in the region of IkHz to an 
ictive flow control device. 

\ low-cost, robust digital shadowgraphy system was developed that can both give a global visualization as well as 
jerform tracking of shock-wave position in this type of flow. The movement of shock waves can be very fast, requiring 
ecording of the shock wave position at rates up to 1 kHz. Because of the unsteadiness in the flow, individual images 
leed to be recorded at short exposure times (microseconds), in order to 'freeze' the instantaneous events and avoid 
notion-blurring. 

5hadowgraphy, as a well-established technique for compressible flow field visualization^, especially in visualizing shock 
vaves, was chosen as a basis in order to build a robust system with a minimal number of optical components. 
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Furthermore, the use of a focused shadowgraphy system allows accurate determination of the actual position of shock 
ivaves in the flow. 

rhe direct digital recording of the shadowgraph images allows a direct processing, in this case used for on-line real-time 
letermination of shock wave position. This real-time information can then be used for direct-control feedback, e.g. to 
;hange flow settings in order to control the shock formation in a supersonic inlet. 

rfigh-speed flow visualization systems have been reported before. However, for a long time, high-frame rates could 
'enerally only be achieved by the use of specialized systems such as drum-cameras'*. Direct digital imaging, however, 
las often been limited to recording only a few images at the high rate^. For longer sequences at high resolutirai, the 
ligital recording rate is generally limited by the 25/30 Hz framing rate of standard cameras, or requires the use of 
:xpensive dedicated cameras*. Besides being expensive, such cameras have a short technology lifetime. Alternatively, 
ligh-speed tracking has been achieved using photodiode systems, however these 1-D systems will only give information 
Ml a single point rather than an area in the flow. 

[n the set-up presented here, CMOS-type cameras are being used. CMOS cameras offer the advantage of being relatively 
ow-cost (compared to CCD-type) while still allowing high-speed tracking to be achieved. The CMOS camera used here 
toes not have a global electronic shutter, which allows a new type of imaging, spatial-temporal streak imaging, giving 
nformation on both temporal as well as spatial variation. 

rhe described system shows a direct method not previously explored to provide an active shock control within a 
ransonic test facility. The system is tested on an aspirated cone-shaped nozzle placed in a supersonic wind tunnel flow. 
By var^ng the jet flow generated by the nozzle, the bow-shock around the cone is modulated, generating a high 
lequency oscillation of the bow shock. 

2. SHADOWGRAPHY SET-UP 

i.1      Focused Shadowgraphy 

Microscope 
objp"lK"" 

Wind 
Tunnel 

Photographic 
lens system 

A-.. J CMOS 
»-' 1 sensor 

LED PJUgf   Collimafing 
tens 

Imaging 
lens 

Figure 1: Shadowgraphy set-up 

rhe focused shadowgraphy set-up used in the experiments described here is shown in Figure 1. It essentially consists of 
I light source, a microscope objective to expand the light beam, a second lens to produce a collimated beam going 
hrough the field of interest (e.g. wind tunnel test section) and a similar lens to collect the light directing it into a 
jhotographic lens system that is coupled to a CMOS detector. The use of a telescopic lens arrangement on the imaging 
ide allows the focusing plane of the shadowgraphy system to be moved through the depth of the test volume by 
ihanging the position of the photographic lens and camera. Thus a sharp image of any object in the viewing area can be 
jbtained. By adjusting the focus of the lens, the sharpness of the shocks as seen by the camera can be easily adjusted; by 
slightly defocusing, features can be made to show up more clearly. 

rhe projection and imaging optics are mounted on a compact and portable optical breadboard system which can be 
wsitioned easily as two separate units on either side of the test facility (here a wind tunnel). The two separate units can 
K moved away for tunnel maintenance, and easily put back in position, maintaining alignment. The whole arrangement 
neasures 96" from end to end and the collimated beam section is S'/i" in diameter (determined by the diameter of the 
animating and imaging lenses). 
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rhe camera is mounted at 90 degrees such that the wind tunnel flow was along the horizontal axis of the resulting image. 

Ulumination System 

Rather than using a discharge light source, such as a mercury arc lamp, a white LED is utilized. Unlike discharge 
sources, the solid-state device provides a stable and repeatable intensity level, with no jittering in its exact light emitting 
ocation. LEDs also offer long-life performance (>100,000 hours) in a compact package and can be pulsed quickly 
ypical rise times being less than 100ns. 

rhe selected LED comprised a blue-emitting chip covered in a yellow-emitting phosphorous layer'. To obtain a more 
;ven light distribution a yellow filter was placed after the microscope objective in order to block the blue component of 
he light emitted by such LEDs. This increased monochromaticity of the light furthermore reduces chromatic aberrations 
n the final image. 

'maging System 

rhe detection sensor used here is a Vitana PixeLINK PI^A653 mega-pixel CMOS camera. The Vi" monochrome sensor 
las a resolution of 1280x1024 pixels with the ability to be sub-windowed down to 32x8 pixels at 8- or 10-bit depth. The 
naximum framing-rate depends on the size of the chosen window with a fiill-resolution fi-ame-rate of 12fps at 8-bit 
mage depth. Furthermore it provides a single cable FireWire connection, reading the image data directly into the 
nemory of the host computer (400 Mbits/second). 
^Jotably, the sensor lacks a global electronic shutter. The pixels in the sensor do not capture data at the same time, but 
ather are exposed pixel-by-pixel, row-by-row. As a consequence, the images that are captured are not instantaneous, but 
ihow a time delay between the rows. The start of each pixel's integration is staggered by the inverse of the pixel clock 
up to 24MHz). When operating the camera at fiill-frame resolution this results in adjacent rows depicting events 
ipproximately 80 s apart. 

i.2     Modes o£ Operation 

3y changing the camera settings it is possible to operate the shadowgraphy system in three separate modes, each of 
which produces a different type of result. 

Still View 

Without a global electronic shutter the camera is unable to capture an image across the entire sensor instantaneously. 
Therefore, to achieve such instantaneous snapshots, the camera is set to integrate for a time longer than the readout 
jeriod of the whole sensor. At the point when all rows are integrating, the LED is flashed for the desired exposure time, 
rhus, all pixels are exposed during the same 'instant' (the duration of the LED flash) and a fi-eeze-frame still image is 
>btained. The PL-A653 camera provides TTL-level connections to facilitate the control of external flash and shutter 
nechanisms, but only down to pulses of -100 s. Therefore, in the experiments described here, an external triggered 
julse generator is used allowing the LED to be pulsed for periods much shorter than the limit imposed by the camera. In 
he results shown here, the pulses lasted 10  s. 

Still view mode therefore provides a live stream of instantaneously captured images. While theoretically limited to half 
3f the normal firame rate, i.e. 6 fps for fiill-frame images, the implemented system ran at 2fps due to the feet the images 
lad to be stored on hard-disk, rather than in RAM. 

Spatial-Temporal Streak View 

Running the camera in video mode results in images akin to those fi-om a streak camera, i.e. the time at which the event 
s captured varies along the rows of the picture. Unlike a streak camera however, the captured image is not a one- 
limensional strip but the whole two-dimensional area under investigation, i.e. each pixel in the image represents a 
different location as well as a different moment in time. The authors have therefore dubbed the result "spatial-temporal 
itreak" images, and have found them to be a useful way to visualize, in real-time, the movement of shock waves that are 
Kcillating at a speed that is otherwise difficult to capture. 
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IVith the camera positioned such that the shock waves run primarily along the vertical axis of the image, the shock 
ypically oscillates no more than ±10 pixels side to side. At full-frame resolution, the sensor takes 1.2 s to sample 20 
idjacent pixels, meaning that a shock would have to oscillate at over 20kHz before the readout rate causes rows to 
xxx)me motion-blurred by more than 1 pixel. While each row can therefore be considered an instantaneous view, 
idjacent rows depict the shock position separated by 80 s, the bottom of the picture representing the most recent 
wsition. The result is a wobbly image, updated at 12fps, that clearly shows the amplitude and frequency of shock 
novement. 

Tracking View 

[Tie CMOS sensors can be set to any subwindow size at any position. For a reduced number of pixels, the frame rate 
ncreases. At the maximum horizontal and minimum vertical resolution of 1280x8, the frame rate is typically 980fips, 
with a read-out period of approximately 640 s. In the results shovm here, the subwindow was 1280x8 pixels at a frame 
ate of 980 fps and for processing only the last 4 rows of this subwindow are considered. By considering only 4 of the 
•ows the acquisition time for the considered pixels becomes (for a negligible exposure period) 320 s, or approximately 
l/g of a 400Hz oscillation period. A smaller horizontal resolution further reduces the acquisition time, meaning that for 
he purposes of tracking, the exposure can be considered to be instantaneous. 

iVhile running in this high-speed mode, each frame delivered by the camera is processed to find the position of shocks 
rhis is detailed in the following section. The resulting position data was plotted on screen, saved to disk and outputted 
lectronically using an 8-bit D/A converter connected to the PC parallel port. 

3. HIGH-SPEED TRACKING 

Jhadowgraphy is based on the fact that light beams that travel 
hrough a medium with a variation in refractive index, as in 
impressible flows around an object, will be deformed and 
efracted^, bending towards the region of higher refractive index, 
rhis bending results in light and dark areas on the recording plane   o^t= "•^a^"  ^ [   ^_  Shock 
Figure 2). In shadowgraphy of shock waves in a supersonic flow,  _ ^ | '^~ position 
he shock waves show up as a narrow band consisting of a light and 
I dark area. When shock waves around an object are studied, 
maging the center plane of the object in a focused shadowgraphy 
system allows determining the shock location as the outer edge of 
he dark area. This forms the basis of the high-speed shock-tracking 
ilgorithm that was developed for this study. 

Shock 

Collinnated 
light beam 

Recording 
plane 

Intensity 

Figure 2: Principle of shadowgraphy 

IVhen operated in high-speed tracking mode, only the last 4 rows of any 1280x8 frame delivered by the camera are 
;onsidered. Given that this typically represents less than 0.5mm in real terms (for the 5W viewing windows), the frames 
ire vertically integrated to give a noise-reduced one-dimensional array. This data is then referenced with respect to an 
ntegrated strip from the same location in an image taken when there was no shock present. This step eliminates 
/ariations in intensity caused by uneven illumination and steady dirt on e.g. the windows of the wind tunnel. Figure 3 
;hows the integrated raw and referenced intensity data from a typical frame. 

Raw intensity Window dirt 

Upper threshold 

Referenced data 

Lower 
centroid 

r^r^r^^ 

Figure 3: Raw and referenced intensity data 
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iVhile ideally the referenced signal should have a value of zero where unaffected by the shock, there is still some 
esilient noise present in the referenced data. Identification of the shock position was therefore achieved by the 
ipplication of upper and lower thresholds (Figure 4). To determine these threshold values the referenced data-strip is 
iivided into ten sections containing an equal number of pixels. For each section the minimum and maximum values are 
hen calculated. The values of the third largest maximum and the third smallest minimum are then used as upper and 
ower thresholds, respectively. The center of the dark and of the bright parts of the shock were calculated as: 

I'jt "'lower  ■■* 

(vhere / is the referenced intensity, /,o„er and /upper the threshold values and jc the pixel position.* In these equations, A is 
hose pixels where /<fiov«r and B those pixels where />fupper. 

rhe calculated positions of the upper and lower threshold are then used to determine the shock position, which is defined 
0 be a distance d away from the position of the lower centroid (3t/ from upper centroid), where d is half the distance 
jetween the upper and lower centroid (Figure 4): 

centroid]. 

XBA 
\h 'lower 

centroid. _ JteS 

/  -/      \ X 'x    'upper!"* 

upper 

xeB 
I'x    'upper 

shock position = centroid^,„„ + 
centroid^,„„ -centroid,,^ 

[t can be seen that for a given number of pixels in the area considered to represent a shock, the accuracy of the calculated 
x)sition is dependent on the intensity and distribution of noise within the referenced intensity data. Assuming the noise 
s randomly distributed, and the pixel intensities beyond the thresholds form synunetrical distributions, then the error in 
he calculated position will tend to zero. In the worst case however, where the noise is at its maximum and acting to 
ncrease the recorded intensity of one half of the width of the shock, and decrease the intensity on the other half, the 
srror in calculated position is given by: 

worst error = - 
+n. 

K 
xeA 

'lower] "**       I'x    'upper 
X£B 

where n is the maximum noise intensity, and a and b the number of pixels in A and B, respectively. The positional error 
will therefore lie between 0 ± (worst-case error). 

4. FLOW CONFIGURATION 

rhe system was tested on a supersonic 8x8" wind tunnel at the Gas Turbine Laboratory of 
VIIT. An aspirated nozzle, shown in Figure 5, was placed in the center of the vertical test 
Kction, pointing downwards, in the opposite direction to the tunnel flow. The nozzle-exit 
vas placed at the level of the center of 5'/4" diameter optical access windows. 
\ir can be blown through the nozzle generating an underexpanded fi-ee jet flow. With this 
configuration in the wind tunnel, different types of flow can be studied. Firstly, the wind 
unnel flow around the nozzle, generating steady shock waves; secondly, the fi-ee jet flow 
from the nozzle; thirdly a combination of the two. By varying the pressure of air passing 
hrough the nozzle, in the opposite direction to the tunnel flow, the position of the shocks 
generated by the wind tunnel flow preceding the nozzle can be modulated. 

0.5" 

Figure 5: Nozzle design, sizes 
in inches 
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rhe through-nozzle flow is controlled using a simple rotary valve, which enables modulation up to several kHz. The 
jressure of the resulting flow was varied between approximately 10 and 20psi generating a jet flow at Mach number 
/arjing between Af = 1 and M = 2. 

rhe tunnel parameters for the results presented are as follows: 

5. RESULTS 

Figure 6 shows the still view when there is no flow in the tunnel, but only the underexpanded free jet flow generated by 
he nozzle at 20psi. The air leaving the nozzle is supersonic and forms a series of shock diamonds, diminishing in 
itrength after approximately 4 nozzle diameters. For increased clarity for all subsequent results shown here, a 
jackground image is taken in each case, without a flow present, which is then subtracted from the flow image. This 
mage in turn is then normalized. The result is shown in Figure 7 for the flow in Figure 6. The bright and dark edges that 
ippear on the nozzle after referencing show that the nozzle changes its position when flow is passing either through or 
jast it. All still view results given used an exposure of 10 s. 

Mach number 2.06 
Total pressure 15.3 psi 
Static pressure 1.63 psi 
Total temperature 100°F 

Figure 6: Still view of nozzle flow only. Total pressure: 20 psi    Figure 7: Referenced still view of nozzle flow only (of. Figure 6) 

Figure 8 shows the still view when the tunnel is operating at Mach M = 2.06, without a through-nozzle flow. A complex 
ihock pattem is seen. Figure 9 shows the still view with tunnel flow and steady through-nozzle flow (at total pressure Pj 
= 20 psi). The multiple shocks can be seen to reduce to a single strong bow shock at an increased standoff distance from 
he nozzle, and another shock system with inverted density gradient is seen in front of the nozzle. 
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Figure 10: Spatial-temporal streak view of 80Hz oscillation 
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rhe still images and spatial-temporal streak view images are complementary, suggesting in this case that the bow shock 
emains smooth and is displaced in its entirety (horizontally in the images), but not at a regular oscillation period. 

Running the camera in tracking mode calculates the horizontal displacement of one part of the shock approximately 980 
imes a second. Figure 14 shows a typical position plot for a regularly oscillating shock, where the position was 
neasured along the central axis of the nozzle. The amplitude of oscillation equates to 16 pixels, which is just under 2mm 
n real terms, and the FFT analysis presented in Figure 15 shows that it has a frequency of 76Hz. 

Figure 12: Spatial-temporal streak view of unstable oscillation Figure 13: Still view of oscillating shock 

Time (s) 

Figure 14: Position plot of oscillating shock wave 
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Figure 15: FFT of shock oscillation 

Examination of the pixel intensities at any one instance show that the bright and dark areas that form the shock are very 
;lose to being symmetrical distributions, meaning that the worst-case position error may be calculated using the equation 
iescribed previously. For the data shown, this equates to approximately 0.6 pixels, or 4% of the total oscillation 
unplitude. 

6. SHOCK ANGLE MEASUREMENT 

rhe use of a single camera in tracking mode allows high-speed measurement of shock position, but not of shock angle, 
(vhich may be useful in the study of unsteady oblique shock waves. To determine the shock angle for a simple straight 
jblique shock wave, at least two shock positions are required. In order to achieve such measurements, two daisy-chained 
;ameras were run in tracking mode simultaneously. The cameras were mounted either side of a beamsplitter, placed after 
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he imaging lens, and positioned to view the same area. The gains were 
idjusted to compensate for the non-equal reflectance/transmittance of the 
jeamsplitter. When running in tracking mode, the sensor subwindow 
egions were set such that one camera was viewing an area above the other 
Figure 16). Calculation of the shock angle from the resulting two positions 
s a simple matter of trigonometry. 

i'igure 17 plots the position of the bow shock in the combined nozzle- 
unnel flow oscillating at 19Hz, as measured by two cameras, and the 
esulting shock angle. It can be seen that the angle deviates relatively little 
rom 36° to the horizontal, increasing to 38° only when the shock is in its 
nost right hand position. Although the inability of the FireWire interface 
o send frames from both cameras instantaneously would produce an 
ipparent change in angle at points of most rapid positional change, the 
ion-sinusoidal shape of the angular plot suggests that the shock angle does 
ndeed change slightly when the shock is further from the nozzle. 

Positions 

Figure 16 Using two cameras to determine 
shock angle at high frame-rate 
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Figure 17: Graph showing movement of bow-shock in oscillating nozzle-tunnel flow as measured by two cameras registering shock 
movement at two different positions (top part). From these two positions, the angle of the bow-shock with respect to the nozzle axis 

can be calculated (bottom part). 

7. CONCLUSIONS 

rhe use of a low-cost CMOS sensor to achieve both fiiU field-of-view mega-pixel flow visualizations as well as high- 
speed shock position tracking has been demonstrated in a low-cost digital focused shadowgraphy system tested on 
msteady supersonic flow fields. The system uses three recent advances in technology: a robust, low-cost white light 
LED as a light source; a CMOS camera for digital recording, allowing direct control over the size of the captured image, 
naking it possible to trade size of image for image frame-rate; and fire-wire communications technology to transmit the 
mages directly to a computer, which can then be used as input for a shock control system. 
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rhe light source can be modulated at high speed to give microsecond flashes, which allows freeze-frame imaging of 
msteady events at a constant illumination level. The use of a CMOS camera enables data to be recorded in three basic 
nodes of operation: a still lull field-of-view freeze-frame mode, a windowed tracking mode and a continuous fall field- 
)f-view mode. This latter mode is based on the fundamental mode of operation of CMOS cameras and allows a new type 
)f visualization to be obtained: spatial-temporal streak imaging. Although the images obtained in this mode are by no 
neans trivial to interpret, they do help in the immediate identification of regions of instabihty. 

Expanding the system with a second identical camera looking at the same flow regirai using a beam-splitter allows high- 
jpeed simultaneous tracking of features at different locations in the flow. Thus, e.g. the local angle of shock waves can 
)e determined and monitored for changes. 

\s the CMOS camera uses FireWire connection, image processing can be performed immediately in the host computer, 
rhus, the system presented here can track the position of a flow feature at a rate of 980 Hz (determined by camera frame 
ate). This position information can be sent directly to a flow control-system, with a delay <100(xs, allowing immediate 
Jeedback as input for a flow adjustment and controlling device, e.g. for controlling shock position in a supersonic inlet. 

rhe constructed system can be generalized in several ways. Because of the use of conventional diode technology there is 
he prospect of making three dimensional shock structure measurements at relatively low cost. This could be achieved 
;.g. by creating an array of sources and cameras and developing a tomographic approach*. This approach has been 
jreviously demonstrated on bespoke laboratory systems', however, the progress of the available technology now makes 
I low-cost rugged and digital approach a reality. Equally the challenge is presented of making an intra-passage transonic 
otor shock measurement to provide active control within the gas turbine engine itself. The current system, as described, 
las the potential to be both miniaturized and ruggedized for this purpose. 
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ABSTRACT 

Substantial reductions in aircraft size are possible if shorter, 
more aggressive, serpentine inlet ducts are used for low- 
observability constrained propulsion installations. To ob- 
tain this benefit, both inlet separation and compressor stall 
dynamics must be controlled. In this paper the integrated 
control of this coupled inlet/compression system is consid- 
ered. Initial results are shown using separation point actu- 
ation to control both separation and stall dynamics. Calcu- 
lations show that separation can be substantially reduced 
with approximately 1.2% core flow, based on scaling pre- 
vious results. Simulation results using a medium fidelity 
model show that proportional control of distortion has lit- 
tle effect on stall behavior. 

1    INTRODUCTION 

The inlet to an aircraft propulsion system must supply flow 
to the compressor with minimal pressure loss, distortion, or 
unsteadiness; the former reduces the overall system perfor- 
mance, while the latter effects can result in stall or surge 
of the compressor. For many military applications, the in- 
let design is also constrained by low observability require- 
ments. To reduce the radar signature from the compressor 
face, a serpentine inlet is typically used to block line-of- 
sight. Similar buried propulsion system installations have 
also been considered for some configurations of the com- 
mercial blended wing body design. While the inlet length 
that is required to avoid separation and its associated losses 
may not be a significant design driver for some vehicles, in 
other configurations (such as uninhabited air vehicles), the 
inlet may drive the size of the overall vehicle.  Therefore, 
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technologies such as flow control that can enable more ag- 
gressive inlets can have significant overall system benefit. 

In order to make the vehicle smaller through the use of 
such technologies, constraints imposed by the compressor 
dynamics may also need to be considered. Instability of 
these dynamics is typically avoided by introducing a stall 
margin; i.e. by operating the compressor at less than the 
peak pressure rise to allow for inlet distortion, transients, 
and wear. This requires the use of additional stages to ob- 
tain the desired net pressure rise from the compression sys- 
tem, resulting in a heavier engine. 

Current aircraft designs typically consider the compres- 
sor and inlet as separate sub-systems, where the connection 
between them is given as a pressure recovery and distortion 
specification [1, 2] that must be met at the Aerodynamic In- 
terface Plane (AIP). This approach is not entirely adequate 
for today's aircraft, due to the coupling between the inlet 
and compressor performance and stability, and it is inad- 
equate if advanced inlet or compressor control approaches 
are to be designed. 

The compressor behavior must be considered together 
with the inlet for several reasons. First, reducing the 
amount of stall margin required for stability enables the 
compressor to operate at higher pressure rise and poten- 
tially improved efficiency, allowing reduced engine size and 
fuel requirements that may be essential in obtaining the re- 
duced vehicle size associated with a shorter inlet. Second, 
any technology that enables a shorter inlet to retain the 
same pressure recovery as a current technology inlet would 
be inadequate if it does not also address distortion and un- 
steadiness. However, such technology might be very com- 
plementary with compressor stability control; rather than 
requiring the shorter inlet to provide the same distortion as 
the original inlet, allow a higher distortion and compensate 



Figure 1: Aggressive L/D 2.5 serpentine inlet duct, and 
comparison with current F-16 inlet. This compact design 
involves two turns, diffusion, and change in shape. 

by controlling the compressor. Third, the physical systems 
are coupled, both in a quasi-steady sense, and through the 
dynamics, and thus not only must the controllers be de- 
signed together, but there is the potential for synergistic 
control of both physical systems with the same actuators. 
Thus, an integrated approach must be taken to the control 
of the inlet and compressor system. 

A preliminary systems analysis has been conducted by 
Northrop Grumman for an uninhabited combat air vehicle 
(UCAV). A typical serpentine inlet for this class of vehicles 
is shown in Figure 1; the inlet includes turning, diffusion, 
and a shape change in a compact configuration. The sys- 
tem study indicates the potential for achieving a significant 
reduction in vehicle TOGW if an inlet with length to di- 
ameter ratio (L/D) of 1.5 is used, rather than an L/D 3.0 
inlet that is achievable with current technology. The focus 
of the effort in the program reported on herein is to de- 
velop technology that enables the shorter inlet to be viable. 
The system analysis shows that one must not only retain 
the pressure recovery of the unseparated inlet, but also con- 
trol the compressor dynamics to allow a smaller engine to 
be used, operating closer to the stall boundary, while tol- 
erating any increase in distortion or unsteadiness from the 
controlled aggressive inlet. The benefits study also indicates 
that bleed levels up to about 2% of total mass flow could 
be tolerated and still yield significant system benefit. 

Potential actuator locations to control the compressor 
and separation dynamics include compressor face actuation 
(CFA), and separation point actuation (SPA). The overall 
control options for the program are laid out in Figure 2, and 
the possible architecture shown schematically in Figure 3. 
Both the control of the compressor through CFA, and of 
separation through SPA, have been considered previously. 
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Figure 2: Matrix of control options, including both direct, 
and indirect control paths. 

The indirect paths, control of separation using CFA, or con- 
trol of stall through SPA, have not been examined. These 
indirect paths provide the potential for synergy if the overall 
dynamics can be controlled through a single set of actuation 
hardware. Furthermore, examining controllability also pro- 
vides a means for assessing the degree of dynamic coupling 
between the systems. This paper provides initial results on 
the first row of the matrix in Figure 2, control using sepa- 
ration point actuation. Since prior work exists on control of 
separation from SPA, more emphasis will be placed on the 
analysis of controllability of the indirect path, from SPA to 
stall dynamics. 

The use of air injection actuators at the compressor 
face to stabilize the compressor dynamics has been demon- 
strated successfully in multiple tests, both with steady injec- 
tion and with dynamic feedback to modulate unsteady in- 
jection [3, 4]. The latter results rely on a good understand- 
ing of the compressor dynamics using a Moore-Greitzer ap- 
proach [3, 5, 6], which this paper will build upon. Air injec- 
tion alters the blade passage flow properties in the rotor by 
altering the incidence and momentum in the tip clearance 
region. Typical experimental results demonstrate at least 
a 50% reduction in the required compressor stall margin, 
with a maximum bleed of roughly 1.5% of the overall flow 
[4, 7]. 

Several researchers have looked at using flow control to 
improve the characteristics of aggressive serpentine inlet 
ducts. Lockheed and NASA [8] used steady injection to 
simulate vortex generators to modify the secondary flows in- 
troduced by turning ducts. Roughly 1% flow bleed was used 
on a L/D 2.5 inlet. VPI [9] demonstrated boundary layer 
suction or blowing on a similar geometry. Significant work 
has also been done using vortex generators (see [8] and ref- 
erences therein). Unsteady flow control techniques have re- 
ceived considerable attention recently and shown to be quite 
effective in controUing separation over two-dimensional air- 
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Figure 3: Control architecture. Possible actuator locations for control of the coupled inlet/compressor system include the 
Separation Point (SPA) and at the Compressor Face (CFA). 

foils, e.g. [10, 11] and difFusers, e.g. [12, 13]. However, Uttle 
work has been done using unsteady injection in complex 
3-dimensional flow fields. 

The remainder of this paper looks briefly at the coupled 
inlet/compressor dynamics, and provides a preliminary es- 
timate of the actuator authority required to control separa- 
tion using unsteady excitation at the separation point. The 
same actuation approach is then considered for controlling 
the compressor stall dynamics. The influence of separation 
point control on the compressor is modeled as the ability 
to dynamically vary the distortion at the compressor face, 
and this is introduced into existing Moore-Greitzer based 
compressor models. Analysis of controllability is then con- 
sidered. 

2    PHYSICS 

An L/D 2.5 inlet similar to that shown in Figure 1 has been 
analyzed both computationally and experimentally. The 
geometry chosen results in some separation at test condi- 
tions representative of cruise, and although subsequent de- 
sign refinement indicates the potential for achieving this in- 
let length without separation, the flow features of this duct 
can reasonably be expected to be somewhat characteristic of 
any more aggressive inlet. Any serpentine inlet will result in 
strong secondary flows firom the turns [14]. The inlet under 
study also has a significant change in cross-sectional shape, 
starting from a high aspect ratio rectangular cross-section, 
and transitioning to circular through the diffuser. The test 
results indicate that at cruise, the dominant separation is 
at the entrance to the diffuser. The upper surface, and, 
to a lesser extent, the lower surface, experience significant 
adverse pressure gradients due to the diffusion, the cross- 
sectional shape change, and the turning. As the flow sepa- 
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Figure 4: Measured distortion at the Aerodynamic Inter- 
face Plane (AIP). The anomolous point in the lower left 
quadrant is due to a bad pressure sensor. 

rates on the upper surface, attached flow rushes in from the 
side, resulting in a detached pair of streamwise vortices and 
corresponding pressure distortion that persist down to the 
AIP, as shown in Figure 4. Thus significant 3-dimensional 
structures exist both upstream of separation, due to sec- 
ondary flows, and downstream of the separation, due to the 
circumferential variation in pressure gradient around the 
duct. 

The primary influence of separation structures on com- 
pressor performance is through the total pressure distortion 
pattern that results. As shown in Figure 4, total pressure at 



the compressor face is severely nonuniform. The compres- 
sor sees this non-uniformity as a circumferential variation 
in blade incidence^. If the compressor has no IGVs, this in- 
cidence variation is experienced directly by the rotor as an 
unsteady forcing function, as the blades rotate through the 
distorted inlet flow. Even with IGVs, total pressure distor- 
tion impacts compressor stability dramatically, by altering 
the compressor's stall dynamics. 

The term 'stall dynamics' refers to the time evolution 
of perturbations on the steady flow through the compres- 
sor [5, 6]. These perturbations take the form of cells of 
nonuniform axial velocity, which typically rotate at a frac- 
tion of the rotor speed. The growth of these cells to very 
large amplitude results in rotating stall, a debilitating com- 
pressor state consisting of a very low flow region rotating 
around the compressor annulus. In this region the compres- 
sor blades are stalled, blade passage blockage is high, and 
delivered pressure rise is very low. The overall compressor 
either becomes 'hung' in this violent state, or further de- 
generates into surge, a one-dimensional oscillation that can 
damage the engine. 

The inlet section of the compressor is a boundary con- 
dition on the internal flow in the compressor, both in the 
steady and the unsteady sense. A steady-state inlet dis- 
tortion changes the steady operating condition of the com- 
pressor, setting up a non-uniform flow field through which 
stall perturbations propagate [15]. This effect is invariably 
destabilizing, because inlet distortion is always in the form 
of local flow deficits. When the inlet flow is itself the result 
of dynamic events, such as unsteady three-dimensional sep- 
aration, the unsteady interaction between the compressor 
and inlet becomes important. This interaction is less well 
understood, and is the subject of ongoing research. 

3    CONTROL OF SEPARATION 

A prehminary analysis has been done using existing data to 
estimate the requirements for controlling separation from 
the separation point for an aggressive, L/D 1.5 inlet. For 
cruise, the conditions at the separation point will be taken 
as a Mach number of 0.65, mass flow rht of roughly 50 kg/s 
and area A approximately 0.25 m^. 

Unsteady excitation is considered rather than steady, in 
order to minimize authority requirements. Existing data 
uses a non-dimensionalized momentum coeflScient, 

C^ = 
pihl{u^) 

(1) 

where pi and p are the densities of the injected and free- 
stream air respectively, h and I are the width and spanwise 

*Note that, roughly speaking, a tot£il pressure deficit manifests it- 
self as a reduction in axial velocity into the compressor. The incidence 
of a rotating compressor blade is the vector sum of this velocity and 
the velocity induced by rotation. As axial velocity is reduced, blade 
incidence increases; at very low axial flow the blade stalls, much like 
an aerofoil stalls at high angle of attack. 

length of the separation actuator, (u^) is the mean-square 
amplitude of the oscillatory component of injected air, ^4^ is 
the separated area, and Uoo is the velocity at the separation 
point. A reference length can be defined as x^et = As/l- The 
non-dimensionalized frequency of excitation is then given by 

F+ (2) 

where the optimum frequency has been shown to be near 
F+ ~ 1 (see [10] for a thorough discussion of the impact of 
frequency on both preventing separation and on reattach- 
ment). Data taken at UTRC in a two-dimensional diffuser 
[13, Figure 7] provide a comparison of both a forced aggres- 
sive diffuser, and the best unforced diffuser. C^ ~ 0.2% is 
shown to yield comparable pressure recovery in the aggres- 
sive geometry to the pressure recovery of a longer, unsepa- 
rated diffuser. Thus this authority level will be assumed to 
enable the more aggressive L/D 1.5 inlet to yield the same 
pressure recovery as the longer, unseparated, L/D 2.5 in- 
let. It should be noted, however, that while the pressure 
recovery is maintained, the distortion and unsteadiness of 
the unseparated inlet may not be maintained by the con- 
trolled aggressive inlet, and therefore additional control of 
the compressor dynamics may be required to make the over- 
all coupled system viable. 

To convert C^ into a momentum requirement, the ex- 
pected separated area must be estimated. This is based on 
the hypothetical L/D 1.5 inlet geometry shown in Figure 5. 
In the streamwise direction, the boundary layer is assumed 
to separate at the entrance to the diffuser, as in the current 
L/D 2.5 inlet, and assumed not to reattach until the AIP, as 
shown in the shaded region of Figure 5(a). In the spanwise 
direction, due to the change in shape of the duct, only the 
upper and lower surfaces experience adverse pressure gra- 
dients, and due to the curvature, the gradient on the upper 
surface is much worse than the lower. Therefore, the upper 
surface is assumed to separate over the spanwise length that 
will experience adverse pressure gradient, as shown in the 
shaded region in Figure 5(b). These are worst case assump- 
tions, and the actual inlet is likely to be better, and thus to 
require less authority to control. 

The resulting estimate of required momentum pihl{u^) is 
30 kg m/s^, much larger than in many other applications 
in the literature. This implies that, although many results 
have been obtained with zero mean injection (synthetic jet), 
it is doubtful whether any practical actuator could be built 
for this application that would have sufficient authority. 
While modulating steady injection has been shown [16] to 
be less effective than pure unsteady injection without a bias, 
its implementation is likely to be sufficiently easier so as to 
offset any penalty. Compressor bleed is available, and very 
high unsteady authority can be readily obtained. While the 
practicality of synthetic jets needs to be verified in an ul- 
timate application, for the preliminary analysis, modulated 
injection will be assumed, and authority will be converted 
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Figure 5: Expected separated area for aggressive, L/D 1.5 
inlet, (a) streamwise cross-section, (b) spanwise cross- 
section at the entrance to the difFnser and at the AIP. 

into an equivalent percentage bleed. 
To convert the momentum requirement to a mass flow 

requirement, either the exit velocity of the injected flow, or 
the actuator slot width h must be specified. If the injected 
flow velocity varies according to Ui = fcl/oo (1 + sm{ut)) for 
some it, then the momentum coeflicient in Eq'n 1 can be 
expressed in terms of the mean mass flow injected rhi and 
the total inlet mass flow rht as 

^"-2^^;) (x) (3) 

Choosing the mean velocity ratio fc so that the peak in- 
jected flow is nearly choked at the slot exit yields a bleed 
requirement of 1.2% of the total duct mass flow through a 
2.3 mm wide slot. While this requirement seems high, it 
should be noted that the L/D 1.5 inlet is extremely aggres- 
sive, the assumed separated area is likely conservative, and 
that with high speed flow, the ratio {u'^)i/U^ is constrained 
to be relatively low. 

Existing actuator technology for unsteady flow control in- 
cludes synthetic jets (demonstrated using piezoelectric [17], 
electro-magnetic [18], and PVDF actuation), modulated in- 
jection (using various types of air valves [19], pulsed com- 
bustion [20], or fluidic approaches), and other advanced con- 
cepts (e.g. glow discharge). The required momentum for 
this application is significantly higher than the authority 
currently obtainable with any single existing synthetic jet 
actuator. However, existing air valves used in compressor 
stability control can deliver sufficient authority with rela- 

Figure 6: Impact of separation point actuation on compres- 
sor via modulation of distortion. 

tively few separate devices. The Moog actuators used in 
[4, 7] can each deliver 13% of the requirement. Therefore, 
despite the high levels of authority projected by this analy- 
sis, it is expected that off the shelf actuation can be used. 

The preceding authority analysis indicates that unsteady 
excitation to control the separation dynamics in the aggres- 
sive inlet is likely to be feasible from an actuation perspec- 
tive. Additional work is required to understand the impact 
of three-dimensionality of the flow field on the control im- 
plementation. 

4    MODELING 

Forcing and control of the compressor rotating stall dynam- 
ics can be affected by various means; in this paper we in- 
vestigate the feasibility of control from the separation point, 
via modulation of the inlet distortion. Regardless of how ef- 
fective any separation control approach may be in the inlet, 
some residual distortion is likely to exist. Distortion can 
have a significant impact on stall behavior, and even steady 
control to vary the azimuthal distortion pattern can signif- 
icantly improve stall [21]. One means by which control at 
the separation point can impact the compressor dynami- 
cally is by modulating the residual distortion, as indicated 
schematically in Figure 6. Thus, for analysis, the inlet and 
separation dynamics will be ignored, and the impact on the 
compressor dynamics of using feedback to modulate distor- 
tion will be assessed. The convective time delay between 
SPA and distortion at the compressor face in the L/D 1.5 
duct is roughly 2 ms, while the time for a rotating stall cell 
to grow to full amplitude is roughly 2-3 cycles at 150 Hz, 
or 17 ms [4], hence ignoring the time delay is not critical to 
the analysis. 

Previous work on compressor control has used a Moore- 
Greitzer approach to model the compressor dynamics [3, 6, 
22, 23]. This model, shown schematically in Figure 7, has 
been proven quite accurate and effective. The system model 
includes the compressor, inlet and exit duct, and a plenum 
controlled by a throttle.  The compressor is modeled as a 
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Figure 7: Schematic of Moore-Greitzer model. 

semi-actuator disk. The flow upstream of the compressor 
is assumed to be potential. The plenum is large and acts 
as a mass storage device and captures the compressibility 
of the flow. The dynamics of the exit throttle are modeled 
as a pressure drop across an orifice. The compressor has 
a non-hnear pressure rise map which is a function of the 
axial flow, the rotor inertia, the circumferential angle and 
the fluid inertia. Acceleration of the axial flow is driven by 
pressure rise across the compressor, which is in turn a func- 
tion of the local flow. The inertial properties of the flow 
in the blade passages, the impedance properties of the up- 
stream and downstream flow fields, and the inlet distortion 
together determine the eigenvalues of the system, which are 
circumferentially propagating waves. Instability of these 
waves results in rotating stall. 

Summing the upstream, compressor, and the downstream 
dynamics leads to a set of PDE's; 

'^{e,0 = ^ci^ + S(j>)-l. 
854) 

{li + m) 
854 

(4) 

where ^ is the average pressure rise coefficient, $ is the 
average flow coefficient, 5(j) is the perturbation of the flow 
from the average, ^c is the steady state compressor charac- 
teristic, 7 is the throttle coefficient, and ie, \ 'm, and y. are 
parameters that depend on the compression system. 

Mansoux et al. [6] proposed a high fidelity model by ex- 
pressing higher harmonics in terms of the local flow using a 
discrete Fourier transform. This model takes the form 

4> = E ^{-A-<i> + ^o{4>)-T-'ii) 

* = 
^B% 

{s-4>- 7\/f) 

(5) 

(6) 

where (j) is the vector of flow coefficients at discrete points 
around the annulus, A and E transform 4> into and out of the 
Fourier domain, S = ^^ [11... 1], and T = [11... 1]^. 
A purely Fourier description in the circumferential direc- 
tion can also be adopted, although this description is most 
appropriate when the inlet flow is uniform [6]. 

To capture some of the realistic considerations, a model 
for the transient pressure losses across the rotor and stator 
is added to the collocated model (24, 25]; LT and Ls are the 

total pressure loss across rotor and stator, and L** and L%^ 
are the steady state losses. 

TV 

Lf = (l-fi)('i'r"-*f) 

(7) 

(8) 

(9) 

(10) 

(11) 

The states of the resulting Moore-Greitzer description are 
the axial flow at discrete points around the compressor 
annulus, the pressure in the plenum chamber, and auxil- 
iary states describing time lags in the development of losses 
within the compressor. 

The model has been extended to include the effects of dis- 
tortion and its control via actuation. The inlet distortion 
is modeled as a distortion screen in the inlet duct and the 
resulting pressure loss is governed by the local flow coeffi- 
cient. The distortion is modeled as an additional pressure 
loss at the rotor, 

AL^ -Cd{e)<j>{ef (12) 

where C7d < 0 is the distortion screen parameter and its 
6 dependence determines the circumferential extent of the 
distortion. 

To model the effect of SPA control, we assume that we can 
modulate the pressure loss due to distortion. For simplicity, 
we model this as a simple pressure addition at the rotor and 
we require that it never be larger than Cd{6)<j>{ff)'^/2. 

5    CONTROL OF STALL 

Air injection immediately upstream of the compressor face 
has been demonstrated to be very effective in coupling with 
the compressor stall dynamics. Modulating the distortion 
should be expected to be less effective, as it only affects the 
local mass flow, and not the local angle of attack as air in- 
jection does. Modulating distortion should, of course, have 
some effect, simply because the mean distortion is being 
reduced. Therefore, to assess whether a dynamic feedback 
approach is better than simply using the available control 
authority to quasi-steadily minimize the distortion, the dy- 
namic approach should be compared with the benefit ob- 
tained with the same mean, but steady reduction. 

The approach taken here is to assume control (distortion 
reduction) dependent on the magnitude of the local flow 
perturbation, and to allow for a spatial lead or lag. This 
is roughly equivalent to varying the phase of the time de- 
pendent distortion reduction relative to the stall cell, while 
keeping the magnitude of the reduction constant.   If the 
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Figure 8:  Simulation results.  Top line shows the undistorted, uncontrolled compressor characteristic.  The remaining two 
families of lines correspond to different control gains. Each line within each family corresponds to a different control phase. 

stall margin does not depend on the phase but only on the 
gain, then clearly only the mean reductions are relevant. 

Figure 8 shows the un-distorted compressor characteris- 
tic, and two families of controlled compressor characteris- 
tics corresponding to different gains. For the smaller gain 
(lower family of lines), there is roughly a 5% reduction in 
the mean distortion, for the larger gain (higher family), the 
mean reduction is roughly 50%. Within each family, the 
phase is varied between zero and 360°, and the resulting 
closed loop compressor characteristics are overplotted (not 
all phases are shown). At the higher gain, a very slight 
change in the stall point is noted, indicating a very weak 
dynamic controllability over stall. However, this change is 
negligible relative to the improvement in stall margin with 
the mean distortion reduction. There is also some effect on 
the post stall behavior, however, this effect is not useful. 

The preliminary conclusion based on analysis presented 
herein is that the compressor stall dynamics are from a prac- 
tical perspective not controllable from the separation point. 
Prom a systems perspective, these results imply that a com- 
bination of separation point and compressor face actuation 
may be the most viable option. 

6    SUMMARY 

An integrated approach for controUing coupled inlet (sepa- 
ration) and compressor (stall) dynamics is required to en- 

able an optimized system yielding significant aircraft size 
reductions by reducing the engine inlet length. Preliminary 
analysis for controlling both separation and compressor stall 
dynamics using only separation point actuation has been 
conducted. This study indicates that dynamic controllabil- 
ity of the compressor via SPA is poor. While further work 
may revisit this conclusion using a low order integrated sys- 
tem model, it appears likely that compressor face actuation 
will be required as part of the overall control solution. 

Control of separation dynamics at the separation point 
has been assumed to be feasible based on prior work, and a 
preliminary assessment of actuator authority requirements 
for an aggressive inlet geometry would suggest that this ap- 
proach may be viable. However, significant work remains in 
understanding the separation dynamics, particularly due to 
the complex three-dimensional nature of the flow field. Fur- 
thermore, if CFA will be present to control stall dynamics, it 
is reasonable to ask whether these actuators could also affect 
the separation dynamics either by changing the downstream 
acoustic boundary condition, or by sending acoustic waves 
upstream to interact with the vorticity shedding at the sep- 
aration point (as in [26]). This research is in progress. 

Overall, it appears likely that by approaching the prob- 
lem from an integrated perspective, a viable flow control 
solution can be found that will enable significant reduc- 
tions in inlet length, and hence vehicle size.  The optimal 



mix of compressor face and separation point actuation will 
be experimentally determined based on a trade-off of per- 
formance, cost, weight, and system complexity. 
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ABSTRACT 
This paper discusses the structure of the flow within the engine 
inlet of an uninhabited combat air vehicle (UCAV). The UCAV 
features a top-mounted, serpentine inlet leading to an engine 
buried within the fuselage. The performance of the inlet is 
found to depend strongly on a flow separation that occurs 
within the inlet. Both the time-averaged and the unsteady 
structure of this separation is studied, and an argument relating 
the inlet performance to the behaviour of this separation is 
suggested. 

The results presented in this paper also suggest that there 
are considerable aerodynamic limitations to further shortening 
or narrowing of the inlet. Since there are substantial, system 
level benefits from using a smaller inlet, the case for separated 
flow control therefore appears clear. 

INTRODUCTION 
The engine inlets of uninhabited combat air vehicles (UCAV's) 
are often serpentine. Furthermore, the structural weight of 
UCAV's is minimized by making the inlet as short and as 
narrow as possible. If it is necessary to maintain the serpentine 
inlet design, reduced inlet length implies greater flow turning. 
A narrow inlet requires flow that is close to choking at peak 
massflow conditions. The combination of aggressive flow 
tuning and high subsonic Mach numbers makes strong adverse 
pressure gradients unavoidable. As previous investigations have 
found, the flow within serpentine inlets therefore often 
separates, leading to reduced inlet pressure recovery and 
increased unsteadiness within the inlet [1-3]. 

Of course, reduced inlet pressure recovery and increased 
inlet unsteadiness cause a deterioration in the performance of 
the propulsion system. The mechanisms by which this occurs 
are numerous and complex. Most obviously, the specific thrust 
and specific fuel consumption are related to the inlet pressure 
recovery. However, distortions generated within the inlet also 

adversely affect the performance of the engine, primarily in 
terms of reduced compressor efficiency and reduced stall/surge 
margin [4]. 

This paper therefore presents a study of the mechanisms 
that determine reduced pressure recovery and increased 
unsteadiness within a UCAV inlet during cruise. At this flight 
condition, the flow entering the inlet has a uniform stagnation 
pressure and does not experience lip separations and other 
phenomena characteristic of take-off, landing and maneuvering. 
As such, any deterioration of the flow that enters the 
compressor is the result of phenomena that are internal to the 
inlet. Specifically, the inlet performance is related to the 
detailed structure of a flow separation. Both the steady and 
unsteady structure of this separation is studied using 
experimental and computational methods. From these results, it 
is then suggested that further shortening of the inlet can only be 
achieved with the use of separated flow control. 

NOMENCLATURE 
AIP aerodynamic interface plane (fan face) 
m massflow rate (Ib/s) 
Ma^ flight Mach number 

P^ static pressure (Pa) 

PI stagnation pressure (Pa) 

P^ fi-eestream stagnation pressiu-e (Pa) 

Re^,p Reynolds number based on AIP diameter 

x,_j cartesian axes 

TTj area averaged inlet pressure recovery 

EXPERIMENTAL METHODS 
All experiments presented in this paper were performed at the 
Gas Turbine Laboratory, Massachusetts Institute of 
Technology. A one sixth scale model of a UCAV inlet formed 
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the entrance to an open loop system driven by a 1 MW De 
Laval compressor (Figure 1). A 'bellmouth' contraction was 
placed upstream of the inlet so that the smooth inlet flow of 
cruise conditions was simulated on the stationary rig i.e. the lip 
separations and other phenomena that are characteristic of take- 
off, landing and maneuvering were avoided. An 'instument 
can' which contained a rake of 40 stagnation pressure probes 
(either steady or unsteady) was located downstream of the inlet. 
The layout of these probes complied with 'ARP 1420' [4] such 
that an average of the stagnation pressures read by the probes 
was the area averaged stagnation pressure at the AIP. The 
location of the probe rake represented the entrance to the 
engine (the fan face) and is referred to as the aerodynamic 
interface plane (AIP). The inlet massflow rate was controlled 
with a translating 'plug' that acted as a throtrie. Flight 
representative inlet Mach numbers were achieved during the 
experiments (Table 1). Of course, inlet Reynolds number 
similarity could not be achieved due to the scaling of the inlet. 
Fiuther details of all experimental methods employed are 
contained in [5]. 

case alt. (kft) Maoo ReAip(.10*) m(lb/s) 
full scale 35 0.8 7.63 111.5 

model scale 0 0.0 1.28 3.13 
Table 1: Parameters at full scale and model scale 

/bellmouth interfiace 
instument can 

plug 

static pressure taps 

-total pressure rake 
Figure 1: Cross-section of experimental rig 

Steady pressure measurements were taken with static 
pressure taps and pitot tubes that were connected by pneumatic 
tubing to a 10 psi Scanivalve differential pressure transducer. 
Unsteady stagnation pressure measurements at the AIP were 
performed with 5 psi Kulite unsteady pressure transducers that 
were connected to strain gauge conditioning amplifiers from 
Measurements Group, Inc. Figure 9c shows the location of a 
surface mounted hot film sensor that was placed within the 
separated region. This was a SENFLEX SF9902 single element 
shear stress sensor, and was controlled by a DANTEC constant 
temperature anemometer bridge. Both the unsteady pressure 
and hot film measurements were logged at a frequency of 
20kHz. 

Oil and dye flow visualisation was used to produce 
portraits of the limiting streamline structure within the inlet. 
This technique used a thick, black mixture of silicon oil and 
powdered charcoal painted uniformly over the inner surface of 
the laboratory scale inlet. The model was then run at cruise 

representative Mach numbers, and the limiting siu-face patterns 
shown in this paper arose after roughly ten minutes of 
operation. The surface flow visualisation results presented in 
this paper used an inlet massflow rate of 3.6 Ib/s, rather than the 
design massflow rate of 3.13 Ib/s (Table 1). This was because 
the higher massflow rate gave clearer results within the 
separated region. It is emphasised, however, that the structure 
of the separated region appeared to be the same at both of these 
massflow rates. 

NUMERICAL METHODS 
The numerical predictions presented in this paper used a 
proprietary version of the NASA CNS program. This solver 
used a diagonalised Beam Warming solution algorithm with a 
finite volume spatial discretisation. For the current work, a four 
block grid system with patched and overset grid boundaries was 
utilized. The grid was generated for a complete half model of 
the fiill scale aircraft and its farfield, and consisted of over one 
million nodes. The numerical prediction was performed at the 
fiill scale cruise condition given in Table 1, meaning that the 
Reynolds numbers of the predictions were roughly six times the 
equivalent Reynolds number of the model because of the scale 
difference. Possible consequences of this are discussed in this 
paper. The results presented in this paper used an inlet modeled 
with 462,429 nodes, although higher resolution grids were also 
used in other cases to establish grid independence. All of the 
runs utilized local time stepping and a K-Cl turbulence 
model. 

DISCUSSION 
Inlet pressure recovery and flow at the AIP 
Figure 2 shows the area averaged inlet pressure recovery versus 
the inlet massflow rate. The inlet pressure recovery is 
reasonable at the design massflow rate of 3.13 Ib/s (Table 1), 
although it is roughly two percent below the pressure recovery 
of current, civil aircraft engine inlets cruising at similar flight 
conditions [1]. The lower inlet pressure recovery is of course 
due to the complex, serpentine geometry of the UCAV inlet. 
Excluding any form of separation within the inlet (which will 
serve only to fiirther reduce the inlet pressure recovery), its 
considerable length compared to a typical civil inlet designs 
will inevitably cause reduced inlet pressure recovery through 
the losses generated in the inlet boundary layers. 

Figure 2 also shows that the inlet pressure recovery 
decreases as the massflow rate is increased above design 
conditions. This is not expected to be Reynolds nimiber related 
since the Reynolds number is increasing with increased 
massflow rate. In most high Reynolds number flows, increased 
Reynolds number will tend to reduce the thickness of the 
boundary layers [6], thereby increasing the inlet pressiu-e 
recovery. Instead, the decrease in inlet pressure recovery is 
expected to be a Mach number effect. This is thought to be 
analogous to the increase in the drag of an airfoil at a fixed 
angle of attack, but with a subsonic, freestream Mach number 
increasing tovrards unity. In such cases, the severity of the 
adverse pressure gradient downstream of the point of peak 
velocity typically increases with increased freestream Mach 
number, causing the boundary layers to thicken and to even 
separate. Higher levels of aerodynamic loss are therefore 
created [7]. A similar argument appears reasonable in the 
present study, since the choking of the inlet must occur at some 
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massflow rate. Indeed, it is argued that a separation within the 
inlet is a significant contributor to this fall in the inlet pressure 
recovery, and this separation occurs immediately downstream 
of the inlet throat. 
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Figure 2: Measured and predicted Ua as a function of 
the scaled inlet massflow 

Further understanding of the origins of the inlet loss can be 
obtained fi-om contour plots of non-dimensional stagnation 
pressure at the AIP. As Figure 3a shows, the stagnation 
pressure contours at low massflow rate are reasonably uniform, 
although there are relatively minor deficits at the top and 
bottom of the AIP. However, Figure 3b shows that significant 
deficits in stagnation pressure occur at the AIP's top and 
bottom at the higher massflow rate. Massflow rates between 
those shown in Figure 3a&b give intermediate stagnation 
pressure portraits. These results show that the stagnation 
pressure deficits at the top and bottom of the AIP are 
responsible for the variations in inlet pressure recovery shown 
in Figure 2. 
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Figure 3: Contours of PJP„ at the AIP from 

experiment for a) low massflow rate (2.9 Ib/s) and b) 
design massflow rate (3.6 Ib/s), showing the location 
of the unsteady, stagnation pressure probes 1 and 2 

The numerical prediction of the non-dimensional 
stagnation pressure contours at the AIP appears to compare 
favorably with experiment, although it is emphasised that the 
experimental result in Figure 3b is at a higher scaled massflow 
rate than the predicted result in Figure 4b. Like Figure 3b, 
Figure 4b also shows the regions of stagnation pressure deficit 
at the top and bottom of the AIP, although the resolution of the 

predicted flow is of course much better since the number of 
stagnation pressure probes in experiment was limited to 40. 
Regions of stagnation pressure loss are also evident on the sides 
of the AIP. These are not seen in the experiments (Figure 3b) 
because the stagnation pressure probes were not close enough 
to the inlet walls. 

vortex     ^,^^__ 
P^''' .^M^^^^Hh. top of inlet 
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a)        -"WBiW*-- b) 
Figure 4: Predicted a) secondary flow vectors and b) 
contours of PJP^ (see Figure 3 for scale) at the AIP 

The qualitative similarity between the results at different 
scaled massflow rates in Figure 3b and Figure 4b can be further 
explained by reference to Figure 2. As stated earlier, the 
numerical predictions were performed for the full aircraft, 
whereas experiments used a bellmouth contraction to simulate 
cruise conditions on a stationary rig. Thus, the predicted 
stagnation pressure distribution at the AIP includes the 
boundary layer loss created upstream of the inlet. However, 
Figure 2 shows that the predicted inlet pressure recovery at the 
design massflow rate of 3.131b/s in Figure 4b is very similar to 
that measured at 3.61b/s in Figure 3b. Figure 2 also shows that 
equivalent numerical predictions with the bellmouth inlet 
resulted in an inlet pressure recovery that is roughly 2% greater 
than the full aircraft predictions, and these are in better 
agreement with the experimental results at the same massflow 
rate. Thus, the similarity in the inlet pressure recoveries in 
Figure 3b and Figure 4b is partially because the increased 
massflow condition of Figure 3b gives a similar drop in the 
pressure recovery to that caused by the inclusion of the 
upstream boimdary layers. The bellmouth and full aircraft 
predictions in Figure 2 nonetheless revealed the same inlet flow 
structure. Specifically, the size of a separation on the top 
surface of the inlet was the same in both sets of numerical 
predictions. 

Figure 4b also shows that the deficit in the stagnation 
pressure at the top of the inlet has a lobed appearance. 
Examination of the secondary flow vectors (which are defined 
as perpendicular to the axial direction) in Figure 4a reveals a 
related feature. A pair of counter-rotating vortices exist within 
the region occupied by the stagnation pressure deficit in Figure 
4a. It is also noted, however, that the secondary flow associated 
with the bottom deficit in stagnation pressure does not appear 
to be as strongly vortical. Nonetheless, close examination of 
this region also shows a pair of weak, counter-rotating vortices. 
Later results suggest that the origins of the top and bottom 
vortex pairs are different. 
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Overall inlet flow 
Figure 5 shows an overall view of the predicted flow within the 
inlet during cruise. The inlet lip is serrated, which was removed 
in the experiments and replaced with the bellmouth contraction 
to avoid gross separation at static freestream conditions. 
However, at the cruise Mach number of 0.8, Figure 5 shows 
that the streamlines are roughly parallel at the inlet lip. These 
streamlines have become bundled at the top and bottom of the 
inlet by the time the flow has reached the AIP. In keeping with 
Figure 4a, the streamlines at the top of the inlet exhibit a 
relatively strong swirling motion immediately upstream of the 
AIP, although this does not appear to be the case further 
towards the inlet lip. Thus, this vortical flow at the top of the 
inlet appears confined to the region immediately before the 
AIP. As is argued in this paper, this motion primarily results 
fi-om the flow separating within the latter part of the inlet. This 
separation is caused by a strong adverse pressure gradient that 
can also be inferred from Figure 5 and is shown more clearly in 
Figure 6. 

Figure 5: Computed inlet flow showing contours of 
P,/P„ at fixed axial locations (see Figure 7 for scale) 

and Ps/P„on the inlet surface 

Figure 5 may also suggest that the pair of weak, counter- 
rotating vortices that occiu- at the bottom of the AIP originate 
fiirther towards the inlet lip. Surface flow visualisation of the 
lower surface of the inlet in Figure 9a supports this result by 
showing that separation does not occur immediately upstream 
of the AIP, as is the case for the top surface of the inlet. Instead, 
this visualisation shows some secondary flow further towards 
the inlet lip, in keeping with the behaviour of the lower surface 
streamlines in Figure 5. It is therefore thought that the weak 
vortex pair at the bottom of the AIP originates from the bottom 
inlet surface closer to the inlet lip. 

Centerplane flow 
Figure 6 shows the predicted surface static pressure along the 
centerline of the inlet's top surface. It is clear that there is a 
strong favorable pressure gradient along most of the centerline 
from the inlet lip to roughly halfway along the inlet. The 
minimimi in static pressure represents the inlet throat, 
downstream of which is a strong adverse pressure gradient and 

then two local minima in static pressure. These local minima 
could most likely be removed with more careful design, 
although the requirement of compressor inlet Mach numbers of 
between 0.5 and 0.6 inevitably means that an adverse pressure 
gradient must exist downstream of the inlet throat if the flow at 
the throat is close to choking. Since there are strong system 
level incentives for maximising the inlet throat Mach number, 
strong adverse pressure gradients Avithin the last part of the inlet 
are always expected to be the case in practice. As is shown in 
this paper, the separation of interest exists downstream of the 
second local minimum in surface static pressure. 

axial length—► 
Figure 6: Predicted static pressure along the top 

surface of the inlet 

The centerplane Mach niunber contours that correspond to 
this surface static pressure distribution are shown in Figure 7a. 
The inlet throat is apparent, and appears to be close to choking. 
Importantly, the Mach number is very low nearer the top and 
bottom inlet surfaces downstream of the inlet throat, which is 
the region that the inlet broadens to the AIP diameter. This is 
particularly marked on the top of the inlet, where flow 
separation is shown to occur. 

Contours of stagnation pressure on the centerplane show 
the aerodynamic loss associated with this region of low Mach 
number flow (Figure 7b). Up to the inlet throat, the strongly 
favorable pressure gradient along the top surface causes the 
surface flow along the centerplane to be characterised by 
relatively thin, attached boundary layers. However, a large 
region of low stagnation pressure occurs downstream of the 
inlet throat. This compares to the loss free flow in the middle of 
the centerplane, which does not extend to the AIP since the two 
large lobes of low stagnation pressure shown earlier in Figure 
3b and Figure 4b eventually coalescence. It is therefore 
reasonable to suggest that a significant proportion of the loss 
observed at the AIP originates Avithin this last section of the 
inlet, where the adverse pressure gradient has been shown to be 
strong, and the flow is later shown to separate. 

Figure 6 and Figure 7 also suggest that fiirther 
modifications to the inlet design will have important 
consequences. The weight and drag of the aircraft can be 
minimised in two ways: by either shortening the inlet or 
making the inlet narrower. However, a given engine with a 
specified inlet Mach number of between 0.5 and 0.6 provides 
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the downstream boundary condition to the inlet flow. If it is 
necessary to maintain a serpentine inlet design, reduced inlet 
length necessarily implies more aggressive flow turning. Once 
again invoking the analogy wdth a single airfoil at a now 
constant freestream Mach number but with an increasing angle 
of attack, increased flow turning will increase the peak Mach 
numbers within the inlet. Similarly, continuity requires that 
peak inlet Mach numbers will be increased if the inlet is made 
narrower. Thus, shortening or narrowing the inlet have the 
same qualitative effect. Both will increase the peak Mach 
numbers within the inlet, whilst a given choice of engine will 
require that the flow at the AIP is maintained at roughly the 
same Mach number. The intensity of the adverse pressure 
gradient downstream of the inlet throat will therefore inevitably 
be increased, causing reduced inlet pressure recovery and, as is 
suggested in the present case, stronger separation and higher 
levels of its associated inlet unsteadiness. 

•flange onto bellmouth 
,top surface 

throat 

Figure 7: Predicted contours of a) IMach number and 
b) Pt/P., along the center-plane of the inlet 

Separated flow structure 
The predicted velocity vectors within the last section of the 
inlet reveal the structure of the separation. Figure 8a shows a 
region of reversed flow near the top wall on the centerplane, 
with the estimated dividing streamlines shown in red. Figure 8b 
shows the limiting surface flow on the top surface of the inlet. 
Four stagnation points are visible: two foci (F) and two saddles 
(S). The dashed lines originating from the two foci represent 
the approximate location of two vortices that extend away from 
the suiface and downstream to the AIP. As discussed earlier, 
the swirling streamlines associated with these vortices are 
visible near the top of the inlet in Figure 5. 

Figure 9b&c shows that the numerical predictions and 
experiments give the same flow topology along the top of the 
inlet, even though the size of the separation is significantly 
larger in experiment. Experiments show that the flow along the 
entire top surface is attached up to the inlet throat. However, 

just downstream of the inlet throat the flow becomes strongly 
three dimensional and, in keeping with the limiting streamline 
pattern shown in Figure 8b, the inferred surface topology in 
Figure 9b also shows two foci and two saddles. Perry & Chong 
[8] call a separation with this limiting streamHne topology an 
'owl face of the first kind'. Similar predicted flow structures in 
serpentine engine inlets have been reported in Seddon and 
Goldsmith [1] and Anderson et al [2], although this paper is 
thought to be the first that verifies the existence of this structure 
experimentally. 

Figure 8: Predicted velocity vectors and inferred flow 
topology a) along the inlet center-plane and b) near 

the top surface of the inlet 
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a) 

b) 

c) 

Figure 9: Experimental surface flow visualisation 
showing a) the bottom and b) the top surfaces of the 
inlet and c) the top surface's separated region with 
inferred flow topology (lines) and the location of the 

hot-film sensor (white cross) 

A clearer picture of this basic separation structure is shown 
in Figure 10, where the vortex pair that extends downstream is 
seen to originate at the two foci. Thus, the two vortices that are 
observed at the top of the AIP in Figure 4a appear to originate 
at the two foci within the separated region. This is consistent 
with the swirling streamline patterns near the top surface in the 
last section of the inlet in Figure 5. It is emphasized that this 
structure is not a typical 'separation bubble' such as that 
classified by Horton [9]: it is not characterized by a 
reattachment point and recirculating flow. Nonetheless, the 
mean, surface normal velocity profiles throughout the separated 
region must be inflectional. In keeping with the many other 
inviscidly unstable shear layers such as mixing layers and more 
usual 'separation bubbles', it is therefore expected that the 
separation will be strongly unsteady and may respond to 
fi-eestream disturbances [10]. 

a) -^ b) 
Figure 10: An 'owl-face of the first kind' [8] 

The differing size of the separated regions in experiment 
and the numerical prediction is not surprising. The numerical 
prediction was performed at a higher Reynolds niunber and 
lower Mach number than the experimental flow visualisations 
in Figure 9, and the numerical prediction is a steady, Reynolds 
averaged solution of what is expected to be a strongly imsteady 
flow. Reynolds averaged turbulence models should not be 
expected to produce accurate predictions of separated flows 
but, despite this lack of rigour, they can give reasonable results 
[11]. The present set of results bears this out. 

Importantly, the similarity between the predicted and 
experimental separated flow structures, and their pressure 
recoveries (Figiu-e 2), suggests that the separation has a 
significant impact on the inlet pressure recovery. A comparison 
of Figure 8a and Figure 7b shows that the separation is also a 
region of considerable deficit in stagnation pressure. This 
compares to the attached boundary layers upstream of the 
separation in Figure 7b, where the stagnation pressure is 
significantly higher. Thus, large stagnation pressure losses 
appear to be produced within the separated region, and this 
'high loss' fluid should then convect to the AIP. 

The creation of low stagnation pressure within separated 
regions is often observed in steady, Reynolds averaged 
numerical predictions of separated flows [12]. As was found in 
the present numerical prediction, the turbulence model can 
predict levels of turbulent viscosity within the separated region 
that can be several orders of magnitude greater than the laminar 
viscosity. As Brear et al [12] show, the entropy generation rate 
per unit volume is directly proportional to the turbulent 
viscosity, and the turbulence model is therefore predicting that 
the primary sources of loss generation within the separation are 
the Reynolds stresses. Laminar stresses are less significant. 
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Because the numerical prediction is steady, increased entropy is 
manifested as reduced stagnation pressure. Furthermore, Brear 
[13] showed that the Reynolds stresses within numerous 
separated flows can be an order of magnitude higher than those 
that occur in attached boundary layers. Thus, the numerical 
prediction of very high turbulent viscosity is physical, even 
though the absolute values of predicted turbulent viscosity are 
not expected to be accurate. It is therefore perhaps surprising 
that the predicted and measured inlet pressure recoveries agree 
as closely as they do (Figure 2), and this serves to further the 
utility of steady, Reynolds averaged numerical predictions 
despite the lack of rigour of applying them to separated flows. 

Large Reynolds stresses within separated flows are not 
surprising, given that such flows can feature large, coherent 
structures that often have some periodicity [10,11,14]. These 
structures can be long-lived and convect downstream for a 
considerable distance [15]. Whilst the Reynolds stresses within 
the separated region were not measured in the present 
investigation, coherent structures that either pass through the 
separation or are created within it are observed to convect to the 
AIP. As Figure 11a shows, there is significant cross correlation 
between the surface mounted, shear stress sensor within the 
separated region (Figure 9c) and the unsteady stagnation 
pressure sensor 1 located close to the center of the stagnation 
pressure deficit at the AIP (Figure 3b). Figure 11a shows that 
there is a lag of approximately 1ms between events occurring at 
probe 1 at the AIP and those occurring within the separation. 
This lag is similar to the calculated convection time fi-om the 
separation point to the AIP of 0.75ms [5, 16] and, since the 
shear stress sensor cannot measure acoustic fluctuations, this 
correlation must involve some form of flow structure. 
Futhermore, Figure 11a also shows that this structure has a 
dominant fi-equency of approximately 500Hz. Figure 1 lb also 
shows this characteristic frequency, as well as showing that the 
structures arriving at the AIP have significant spatial extent 
because there is no lag between probes 1 and 2. Figure 11 is 
therefore strong evidence for suggesting that the separation has 
characteristics that are typical of separated flows. It appears 
that the separation creates large structures with a characteristic 
frequency, and that these structures convect downstream to the 
AIP. 

CONCLUSIONS 
This paper presented an experimental and computational study 
of the engine inlet on an uninhabited combat air vehicle 
(UCAV) operating at cruise conditions. At this flight condition, 
the flow entering the inlet had a imiform stagnation pressure 
and did not experience lip separations and other phenomena 
that are characteristic of take-off, landing and maneuvering. As 
such, any deterioration of the flow that enters the compressor is 
the result of phenomena that are internal to the inlet. 

A separation on the top surface of the inlet appeared to be a 
significant contributor to reduced inlet pressure recovery and 
increased inlet unsteadiness. The time-averaged structure of 
this separation was identified by reference to a more 
fundamental study, and featured two vortices that extended 
downstream to the fan face. Furthermore, measurements 
suggested that the separation created large, unsteady structures 
that were observed at the fan face. The numerical predictions 
also indirectly suggested that this unsteady phenomenon caused 
large Reynolds stresses within the separated region that in turn 

generated significant loss. Thus, the separation seemed to be 
the single cause of both a reduction in inlet pressure recovery 
and an increase in inlet unsteadiness by the same basic 
mechanism. 
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Figure 11: Cross correlations at design massflow rate 
between a) the unsteady stagnation pressure probe 1 

at the AIP in Figure 3b and the hot-film sensor 
located at X in Figure 9 and b) the two unsteady 

stagnation pressure probes at the AIP in Figure 3b 

This unsteady behaviour of the separation has important 
consequences for inlet desigii. An increase in the inlet Mach 
number or a reduction in the length of the inlet should increase 
the intensity of the adverse pressure gradients within the inlet. 
Stronger adverse pressure gradients cause stronger separations, 
which should therefore lead to reduced pressure recovery and 
increased inlet imsteadiness. Thus, fiirther reductions in the 
inlet length or width either requires that the designer accepts 
the reduced performance, or finds some means of decoupling 
the inlet performance from changes in the geometry. Since both 
the unsteadiness and the pressure recovery appear to be the 
result of phenomena that originate from a contained region, this 
inlet is therefore a clear candidate for the application of 
separated flow control. 
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